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FIG. 3. Signal image extraction using the difference method to eliminate large backgrounds.

two separate frames A and B obtained after triggering on th@resent system, the PSF3 with a 10X 10 um aperture.
positive and negative edge of the reference signal. This pro- For lock-in detection, it is necessary to define an appro-
vides a straightforward reduction of the background arisingpriate scalar product or metric for applying Fourier decom-
from the dark count of the camera detector and from theposition methods to the image of the original signal. The
unmodulated scattered light, allowing the extraction of smalfollowing metric is useful for determining the Fourier coef-
relevant signalgFig. 3). ficients of a signalS(t) that is periodic in Tr:(A|B)

In principle, it should be possible to calibrate the spec-= (2/TR)fTRA(t)B(t)dt With this definition, a natural basis
trometer in order to extract lock-in information from the for the space of square-integrable functions is given by
measured array. While it is possible to model the entire sysxo(t)—llﬁ X (t) =cog27kfgt), k=1,2,..., and Y(t)
tem accurately, taking into account nonlinearities and non=sin(2#lfgt), 1=1,2,...,. These basis funct|ons have the
uniformities from the AOD, and variations in pixel gain and property(X,|Y,)=0 and(X,|X;)=(Y,]Y,)= &, whered,, is the

offsets from the FPA, there is a much more straightforward<ronecker delta function. Fourier decomposition of an arbi-
and accurate method of extracting lock-in signals from the

measured response.

The LIOS detector can be regarded as a linear mapping ( ;)=(-)x(‘-_- )x(!)
C from the input signastgt) onto an array of pixel inten-
sities S={S,k=1,...,ny}:S—S. Because there are a finite = X
number of pixels, this mapping is not invertible; however,
it preserves the spectral information of interest, namely, the (W) (.) ( !) (.-".)
Fourier components at the reference frequency as well as
higher harmonics, provided the number of effective vertical
pixels exceeds the Nyquist critenonff> 2m. (The number (-) (-) ( ) (.)
of effective vertical pixels per reference period T is given
by n®=n, teafr/PSF, wherety,, is the time it takes to X
scan the FPA with the AOD, and PSF is the point-spreattig. 4. Graphic representation of the metiicextraction from the calibra-

function full width at half maximum(FWHM). For the tion signals for a single wavelength channel.
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trary function S(t) =2;_jaX (1) +=_ b Y,(t) is given bya, lows: ab=[C,S]=CT"x M X S. Typically, the components of
=(SX,) andb,=(3Y,). the signal are calculated up to the second harmonic. How-

Because there is no direct accesst), the task is to  ever, if desired higher harmonics can be easily included, with
find the best estimate fa, andb,, given the measured array an associated increase in computational resources. The range
of pixel valuesS,. Formally, this can be done by defining a of available frequenciek; is limited only by the bandwidth
scalar product for the domain «:[A,B]=(C 'A|C™!B). of the AOD, which in our case is a few megahertz. For high
The mappingC is singular(noninvertiblg, but singular value ~ frequencies, a “multiple-coat” method is used in which the
decomposition{SVD) may be used to find the best estimatesbeam is scanned vertically an integer number of times across
for a, andb. the FPA, before the data is transferred to the DSP.

The first step is to calibrate the system by measuring Figure 5 shows sine and cosine reference images ob-
images of the basis function§, andY,, These functions are tained by acquiring 1000 individual frames for a modulation
measured by amplitude modulating the AOD at the approprifrequencyfz=42 kHz. The 5° shear observed in the images
ate frequency and phase. A matfixcan be constructed as comes from intrinsic dispersion in the AOD. This shear does
follows: C=(Xg|Xq|Y1|X5|Y|...)T. This matrix is a represen- not impact in any way the performance of the design, since
tation of the mappingC, and can be used to construct a
metric. Using SVD, we may writ€=U X A X V'. A metric
M can be generated from this decomposition, with the prop- 25 }
erty that: C"X M X CXx =I. Simple mathematics givesvi

rics for all the wavelength channels employed. The
calibration procedure must be repeated if the modulation fre- 05 }

quency or the central wavelengtiyrating position are

changed, or if the overall light intensityot the ac modula- 0.0

tion) varies significantly. Once th& and C matrices are

known for all the wavelength channels, the Fourier coeffi-

cients of interesab=(ay,a4,b;,a,,b,,...,) can be quickly
calculated from a measuremedtsing the metricM as fol- FIG. 6. Diode laser spectrum obtained after demodulation.

=UX A™?x UT. The determination oM for a single wave- S a0l
length channel is graphically represented in Fig. 4. An iden- =
tical algorithm is used to determine the corresponding met- £ 15 }
£
3
£
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0.26 T y y and shot noise monotonically increase with the intensity fol-
024 ] lowing different dependencies: linear and square root, re-
. spectively. For the present setup, the noise data is accurately

~ 022} ¢ Noisedata - . . . .
2 —— Fit: N(T) = const. + a+I fitted with a linear function added to a constant background
5 020 T (Fig. 7), indicating that the performance of the system is
g 0.18 ] limited only by the laser noise and the intrinsic noise of the
8 016 ] camera, with the former becoming dominant above 1000
S counts/wavelength channel.
2 014 .

0.12 E Ill. EXPERIMENTAL RESULTS
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10 100 1000 10000 The implemented system, optimized for Juf wave

lengths, was used to study carrier dynamics in two semicon-
ductor systems: dispersed films of PbSe nanocrystals pre-
FIG. 7. Noise dependence on the laser intensity. pared through an organometallic route(Evident
TechnologiesTroy, NY) and InAs quantum dot arrays grown

each wavelength channel is demodulated using its ow ﬁ:pitaxially on GaAs substrates. Both systems are optically

unique metric, independent of the other channels. Verticaf‘cwe in the 1.2-1.5im range in which the efficiency of the

cuts along the wavelength channels give periodic function pck-in spectrometer peaks.

as expected. The number of periods observed is determmed Time- resolve% signals are otbt.amecrj]_frr?m Itthe iarr:ples us-
by tscafr Wheretg.,,is the vertical scanning time. INg a pump—probe experment in which ultrashort. pump

The functionality of the lock-in spectrometer has beenpmses(120 f$ create well-defined carrier populati'ons in the
tested using a 1310 nm diode lag&horlabsInc., Newton, sample, which are'subsequently probed using t|me-delay§d
NJ) driven close to the threshold current, with the intensityprObe pulses. Atypical optical setup employed in the experi-
modulated at 42 kHz. After demodulation of the acquiredment(':'g' 8 allows both degengra(apump:kprobg and non-
signal image, a high-resolution spectru@® nm in rangg degener_ate{)\pump< Nprobe expenments to be performed. A
of the diode output is obtaina@ig. 6), with a spectral reso- mechanical optical delay stage with a retroreflector is used to
lution identical with that of a scanned diffraction grating Chaq_?]e the delay ::)et\c;veebn the pump and probgTbe?(;nk
setup. However, the speed at which spectrally resolved da e time-resolved absorption Is measuredTat

can be acauired is enhanced by more than two orders df°m PbSe nanocrysta!line films deposited on fused silica
magnitudeq y substrates, shown in Fig(®. The 1.3um output(FWHM

=17 nm) of the optical parametric oscillator was used both
to pump and probe the system. Both the pump and the probe
are intensity modulated using photoelastic modulators at
The system noise is characterized using an optical pard-=42 kHz andf,=47 kHz, respectively, and lock-in detec-

metric oscillator (Spectra Physics OpalMountain View, tion is performed at the difference frequendy=f,—f,
CA), tuned at 1250 nm with a FWHM of 17 nm. In particu- =5 kHz. For each wavelength channel, the measured signal
lar, the rms noise was measured as a function of the inputorresponds to contributions from only a few nanocrystals
intensity. Typically, three major noise sources have to beand is affected by the noise sources mentioned above. A
considered: camera noisitself comprised of thermal noise statistical average for an ensemble of nanocrystals is ob-
and electronic circuit noige laser noise, and shot noise. tained by spectrally averaging the time-resolved signal over
The different noise sources can be distinguished by measuthe 320 channels of the lock-in spectrométeig. 9b)]. The

ing their different dependence on the light intensity. Whiledata collected over a similar time span using an identical
the camera noise is independent on the intensity, both lasexperimental setup and a similar averaging method, but with

Intensity (No. of Counts)

C. Noise characterization
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FIG. 9. (a) Time-resolved absorption on PbSe films obtained by precipitation of colloidal nanocrysjaseraged data over the 320 channels of the lockin
spectrometer; an¢t) data averaged over all the wavelengths using a InAs detector.

a single InGaAs detector and conventional lockkig. 9c)]
shows a deteriorated signal-to-noise ratio, arising from the *f; 5.0

less efficient data collection and the lack of demodulation =
capabilities along individual wavelength channels. The oscil- 3 40
lations observed around zero delay for the lock-in spec- E 3.0
trometer data arise due to the energy-time uncertainty rela- <
tion and correspond to the p@V spectral resolution of the g 26
spectrometer. % 1.0
Time-resolved absorption experiments are also per- £
formed on self-assembled InAs quantum dots systems grown F

GaAs. The quantum dots are probed using a nondegenerate 5128

setup, with the pump tuned to 775 nm and the probe tuned to % "12“ ‘4_

1240 nm. Carriers are created by the pump pulse in the % 1242 "’.‘iﬁ"‘ 500
GaAs, and relax quickly into the wetting layer and the quan- ?5 1244 ““

tum dots, where they eventually reach the ground state. Be- 2

10
, : ! a0 ° aotay ®
cause the pump—probe experiment is nondegenerate, interfer- e

ence and scatterlng from the pump laser is eliminated, and l'—tIG 10. Pump-probe time-resolved absorption on InAs quantum dots.

is pOSSIble to modulate the pump begat fR_47 kHz) in  Data acquired in parallel on 320 channels covering a wavelength range
order to provide the reference for phase-sensitive detectiomns 8 nm.
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