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ABSTRACT

Two new energy detection (ED) Ultra-Wideband (UWB) systems are proposed in this dissertation. The first one is an ED UWB system based on pulse width modulation (PWM). The bit error rate (BER) performance of this ED PWM system is slightly worse than ED pulse position modulation (PPM) system in additive white Gaussian noise (AWGN) channels. However, the BER performance of this ED PWM system surpasses that of a PPM system in multipath channels since a PWM system does not suffer cross-modulation interference (CMI) as a PPM system. In the presence of synchronization errors, the BER performance of a PWM system also surpasses that of a PPM system. The second proposed ED UWB system is based on using two pulses, which are the different-order derivatives of the Gaussian pulse, to transmitted bit 0 or 1. These pulses are appropriately chosen to separate their spectra in frequency domain. The receiver is composed of two energy detection branches and each branch has a filter which captures the signal energy of either bit 0 or 1. The outputs of two branches are subtracted from each other to generate the decision statistic and the value of this statistic is compared to a threshold to determine the transmitted bits. This system is named as Gaussian FSK (GFSK) system in this dissertation.
and it exhibits the same BER performance as a PPM system in AWGN channels. In multipath channels, a GFSK system surpasses a PPM system because it does not suffer CMI. And the BER performance of a GFSK system is better than a PPM system in the presence of synchronization errors. When a GFSK system is compared to a PWM system, it will always achieve approximately 2 dB improvement in AWGN channels, multipath channels, and in the presence synchronization errors. However, a PWM system uses lower-order derivatives of the Gaussian pulse to transmit signal, and this leads to a simple pulse generator. In this dissertation, an optimal threshold is applied to improve PPM system performance. The research results show that the application of an optimal threshold can effectively mitigate the effect of CMI and synchronization errors and achieve performance improvement. Finally, the multiple access schemes are discussed and time hopping is chosen as the multiple access scheme for PWM and GFSK systems.
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CHAPTER I

INTRODUCTION

1.1 Definition of Ultra-Wideband Signals

Ultra-Wideband (UWB) impulse radio (IR) systems convey information by transmitting sub-nano second short pulses. These extremely short pulses produce ultra-wide bandwidth, and thus these systems are called ultra-wideband systems. According to the regulation of the federal communication commission (FCC), a signal is defined as an UWB signal if the absolute bandwidth of a signal $B \geq 500 MHz$ or the fractional bandwidth $B_f \geq 0.2$. The definition of $B_f$ is [1]

$$B_f = \frac{f_H - f_L}{(f_H + f_L)/2}$$  \hspace{1cm} (1.1)

where $f_H$ and $f_L$ are the highest and lowest cut-off frequencies of the signal bandwidth, and $(f_H + f_L)/2$ is equal to the center frequency. The bandwidth has different definition, such as null-to-null bandwidth, -3 dB bandwidth, -10 dB bandwidth, and son on. In UWB systems, -10 dB bandwidth is used.
1.2 History of UWB Technology

UWB technology becomes a popular research topic in recent ten years, but the earliest prototype of UWB technology can be traced back to 1901 when Guglielmo Marconi transmitted Morse code using spark gap radio transmitters [1]. However, this impulse radio technology did not attract too much attention at that time and the potential ability to provide an ultra-wide bandwidth of this technology has been buried for many years since then. Approximately in the 1950s, impulse radio was applied in military to develop radars. From the 1960s to the 1990s, UWB technology was developed for military and defence applications, such as secure communications, under the strict management. With the increasing demand of high-data-rate service, more and more organizations and institutes appealed the governments to release the regulation to allow the development of UWB technology for commercial applications. In 2002, the FCC of USA issued its rule for UWB commercial applications, and this initiate the new times of UWB technology [1]. After that, Japan, South Korea and Europe also published their regulations on September 2005, July 2006, and February 2007, respectively [2]. Now, more and more academic institutes and companies join the research alliance to develop UWB technology and these research activities generate a large number of valuable papers published on different journals and international conferences. Furthermore, the industry takes part in not only the theoretical research but also the hardware implementation which will provide pioneer experiment platforms for UWB hardware-based research. These leading companies include Intel, Time Domain, Mitsubishi, Bosch, XtremeSpectrum, Motorola and so on. IEEE has published its standard of UWB applications such as IEEE 802.15.3 and IEEE 802.15.4a.
1.3 Advantages and Applications of UWB Technology

When compared to narrow band systems, UWB systems have many advantages: large channel capacity, ability to work under low signal-to-noise ratio, immunity to intercept and detection, resistance to jamming, high performance in multipath channels, super penetrating property, and simple transceiver structure [1]. These advantages make UWB technology a candidate for many applications. For example, UWB technology can be applied to covert communication, such as secure communications, and covert wireless sensor network. Also UWB technology is suitable to short-range, low-power wireless application [3,4], high-data-rate wireless personal area network, wireless Ethernet interface link, intelligent wireless area network and outdoor peer-to-peer network [5]. The special penetrating ability of UWB signals is exploited to develop ground-penetrating radar, through-wall imaging, medical imaging, surveillance, and monitoring systems [1]. UWB technology is applied to localization system such as personnel identification, inventory tracking, asset management, tagging and identification [1].

1.4 Challenges of UWB Technology

Although UWB technology has many advantages and potential applications, there are still many technology problems need to be resolved before UWB products really enter the market.

Channel estimation: In UWB multipath channels, the number of the multipath components of a signal is pretty large. The estimator needs to obtain a large number of the amplitude and phase response informations of these multipath components and this leads to the great complexity of channel estimation [4].
Synchronization: The signals of UWB systems are transmitted at extremely short duration on the order of sub-nano second. Thus UWB receivers must work under a stringent synchronization requirement, and a tiny timing mis-alignment will result in a great degradation of the system performance [4].

Multiple-Access Interference: In multi-user or multiple access systems, different users transmit signals into the channels simultaneously. An user’s receiver receives not only the useful signals but also multiple access interference (MAI) from neighbour users [1]. MAI degrades the system performance greatly if it is not affectively avoided. The appropriate multiple access schemes need to be developed to prevent the collision of signals from different users. If MAI can not be avoid, methods should be developed to mitigate the effect of MAI.

Modulation and Receiver: UWB systems transmit short pulse to convey information, so the modulation can be achieved by changing the amplitude, position and width of the pulses. The modulation methods of UWB systems are very limited and not so abundant as continuous waveform systems. The receiver can use coherent or non-coherent methods to demodulate the received signals and all these methods all have their advantages and disadvantages.

In this dissertation, we focus on developing modulation and receiver methods, so we will introduce the existing methods in the following.

1.5 Modulation Methods

The popular modulation methods used in UWB systems are pulse position modulation (PPM) and pulse amplitude modulation (PAM). Pulse width modulation (PWM) has been proved a suitable modulation method for UWB recently [6].
1.5.1 PPM

Fig. 1 is the modulation diagram of PPM. PPM carries out modulation by shift pulse position. When the transmitted bit is 0, pulse does not shift. When bit is 1, pulse shift a specific amount $\delta$, where $\delta$ is called modulation index.

1.5.2 OOK

Fig. 2 is the modulation diagram of on-off keying (OOK). When the transmitted bit is 1, a pulse is transmitted. When the bit is 0, no pulse is transmitted.

1.5.3 PAM

Fig. 3 is the diagram of PAM. When the transmitted bit is 1, a positive pulse is transmitted. When the bit is 0, a negative pulse is transmitted.
1.5.4 PWM

Fig. 4 is the diagram of PWM. When the transmitted bit is 1, a wide pulse is transmitted. When the bit is 0, a narrow pulse is transmitted.

1.6 Receiver Methods

The receiver methods of UWB systems are separated into two categories: coherent and non-coherent methods. The coherent receiver method includes rake receiver, and the non-coherent methods include energy detection, transmitted-reference and differential detection. These methods will be introduced in the following.
Figure 3: PAM Modulation

Figure 4: PWM Modulation
1.6.1 Rake Receiver

Fig. 5 is the structure of the rake receiver [7], where $r(t)$ denotes the received signal. The term $m_j(t) = m(t - \tau_j)$ denotes correlator template, where $\tau_j$ is the time delay of the $j$th multipath component relative to the first component. The integration time is $T_L$ which is equal to one pulse duration and $Z_j$ is the output of the $j$th correlator. These correlator outputs are multiplied by weighting factors $\omega_i$ and then are summed together to generate $Z$. Finally, $Z$ is sent to detector to obtain the output data bit. Each branch of the rake receiver includes a correlator and these correlators need the information of channel impulse response.

1.6.2 Energy Detection

Fig. 6 is the structure of energy detection (ED) receiver [8], where $s(t)$ denotes the signal arriving at the receiver, $n(t)$ is additive white Gaussian noise (AWGN) and $r(t) = s(t) + n(t)$ denotes the composition of signal and noise. The filter is designed to capture as much signal energy as possible and suppress out-of-band noise simultaneously. ED has been applied to OOK and PPM systems.
1.6.3 Transmitted Reference

Fig. 7 is the frame structures of a transmitted reference system. In every frame period $T_f$, two pulses are transmitted with an interval $D$. The first pulse is the reference pulse and it is known by the receiver. The second pulse is the data pulse and its polarity is positive and negative for data bits 1 and 0, respectively. At the receiver, the reference pulse and the data pulse are aligned and correlated to finish demodulation. Because the reference and the data pulses experience the same channel, so the data pulse is demodulated with the knowledge of correct channel impulse response. The equation of the transmitted signal is [9]

$$s(t) = \sum_j \sqrt{E_p}p(t - jT_f) + L_j\sqrt{E_p}p(t - jT_f - D)$$

where $E_p$ denotes signal energy, $p(t)$ denotes the transmitted waveform, $T_f$ denotes frame period and $D$ denotes the delay between the reference and data pulses and $L_j \in \{-1, 1\}$ is used to change the pole of the pulses. Transmitted reference system is also a popular method in UWB systems, and its application can be found in many papers [10–19].
1.6.4 Differential Detection

The transmitters of differential detection (DF) differentially encode the data bits and use these encoded bits to modulate the pulses as follows [9,20,21]:

$$s(t) = \sum_j L_j \sqrt{E_p} p(t - jT_f)$$

(1.3)

where $E_p$ denotes the signal energy, $T_f$ is frame period and $L_j \in \{-1, 1\}$ is the encoded data.

At the receiver, the received signal is passed through a bandpass filter, delayed a symbol period and then correlated with itself.

1.6.5 Comparisons of Different Receivers

In UWB systems, the data are carried by sub-nanosecond pulses and each of these short pulses will generate a large number of multipath components with fine
time resolution in multipath channels. These multipath components can be resolved and combined in a rake receiver with multiple fingers [22]. However, the rake receiver needs a large number of fingers to capture enough signal energy to demodulate the received signals, so this leads to a very complex receiver and great computational burden of channel estimation [9,22]. In a rake receiver, each finger includes a correlator and these correlators need extremely accurate synchronization to align the received signals with the template signals to perform correlation. The acceptable synchronization error is much smaller than one pulse duration, and a small synchronization error can severely degrade the system performance [9].

Non-coherent technologies have been developed to avoid the challenges in rake receivers. Non-coherent methods include transmitted reference (TR), DF and ED. A TR system transmits an un-modulated reference pulse prior to each data pulse and this reference pulse is used to demodulate data pulse at the receiver. The reference and data pulses pass through the same channel, so the same channel impulse response acts on these two pulses and the data pulses will be demodulated with the perfect channel knowledge [10]. The drawback of a TR system is that it results in a signal-to-noise ratio (SNR) loss of 6 dB compared to perfect matched filter: noise corrupted reference pulses can induce 3 dB loss and two pulses in one bit can bring another 3 dB loss [17]. A DF system delays the first one of two consecutive pulses and uses the first one as the template pulse to demodulate the second one. A DF system does not need channel estimation, so the complexity of receiver can be reduced. However, the delay between two pulses requires to be aligned accurately, and this is not easy to achieve. The performance of DF only arrives to that of single-finger rake receiver at low SNR and even at high SNR it just slightly surpasses the single-finger rake receiver. And a DF system is also very sensitive to inter-symbol and narrowband interference [20].

ED has been a conventional receiver scheme in the communication field for
many years. In recent year, ED is applied to UWB systems for OOK [8,23–25] and PPM systems [8,24,194]. Although ED is a sub-optimal technology, it has many advantages. Its receiver structure is very simple and channel estimation is not required. Also ED does not need as accurate synchronization as a rake receiver because ED does not use correlators. Now, ED is attracting more and more researchers in the field of UWB.

1.7 Dissertation Motivation

As aforementioned, ED UWB systems show many advantages and are more and more popular, so we focus our research in the field of ED UWB systems. ED UWB technology has been applied to PPM and OOK systems. In OOK systems, the transmitter does not transmit a pulse when the data bit is 0, so it has difficult to achieve synchronization, especially when a zeros stream is transmitted [1]. And PPM systems suffer from cross-modulation interference and the system performance is severely degraded in the presence of cross-modulation interference. Also, synchronization errors can lead to performance degradation if symbol timing is not accurate. These drawbacks in the existing methods motivate us to develop new ED UWB systems to circumvent the challenges in UWB systems. Although popular modulation methods in UWB are PPM and PAM, PWM has been proved to be a suitable scheme for UWB systems [6]. The receiver structure in [6] is a rake receiver, so we develop the ED receiver for PWM in this dissertation. Also other ED UWB systems based on new modulation methods will be developed. We also will find some solutions to resolve the issues in the existing methods.
1.8 Dissertation Contributions

The contribution of this dissertation is composed of several aspects. Firstly, a new ED UWB systems based on PWM is proposed. The performance of this ED PWM system is analyzed and compared with an ED PPM system in AWGN and multipath channels, and in the presence of synchronization errors. The research results show that this ED PWM system exhibits better BER performance than an ED PPM system in multipath channels and when synchronization errors occur. Secondly, another new ED UWB system based on different-order derivatives of the Gaussian pulse is proposed. This system is called an ED GFSK UWB system in this dissertation. Also, the performances of this ED GFSK UWB system is compared to an ED PPM system in AWGN channels, multipath channels, and in the presence of synchronization errors. The research results show that this GFSK system achieves better BER performance than a PPM system in multipath channels and in the presence of synchronization errors. Thirdly, we compare the performance of our new two systems PWM and GFSK. The research results show that GFSK has better performance but PWM need simpler pulse generators. Fourthly, we analyze these two new systems under the constraint of FCC emission mask and find suitable approach and parameters to match the requirement of the FCC mask. Fifthly, an optimal threshold is applied to PPM systems to mitigate the effect of cross-modulation interference and synchronization errors, the research results show that the system BER performance is improved after an optimal threshold is applied. Finally, we analyze and compare miscellaneous multiple access schemes and find the appropriate multiple access scheme for our two new systems.
1.9 Dissertation Outline

The structure of this dissertation is as follows. In Chapter 1, the introduction of UWB systems is given: the definition, history, advantages, applications, challenges and existing technologies are described. In Chapter 2, a new ED PWM UWB system is proposed, and the BER performance of this system is compared to that of a PPM system in AWGN and multipath channels. Also the BER performances are compared in the presence of synchronization errors. In Chapter 3, a new ED UWB system called GFSK which is based on using different-order derivatives of the Gaussian pulse is proposed. And the BER performance of this system is compared to that of a PPM system in AWGN and multipath channels. The BER performances are compared when the synchronization errors occur. In Chapter 4, the performance of PWM and GFSK systems are compared. In Chapter 5, an optimal threshold is applied to PPM systems to improve performance. In Chapter 6, PWM and GFSK systems are analyzed under the constraint of the FCC emission mask. In Chapter 7, the multiple access schemes are discussed. In Chapter 8, the conclusion of this dissertation is stated and the future work is presented.
CHAPTER II

AN ENERGY DETECTION UWB SYSTEM BASED ON PULSE WIDTH MODULATION

A new energy detection UWB system based on pulse width modulation is proposed in this chapter. The bit error rate (BER) performance of this system is analyzed in AWGN channels, multipath channels, and in the presence of synchronization errors. Although BER performance of this new system is slightly worse than PPM in additive white Gaussian noise channels, it exhibits better BER performance than PPM in multipath channels. And this system is more robust to synchronization errors than a PPM system. When synchronization errors occur, the BER performance of this system surpasses that of PPM.

The structure of this chapter is as follows: Section 2.1 introduces the system models, Section 2.2 analyzes the BER performance of systems in AWGN channels, Section 2.3 analyzes the BER performance of systems in multipath channels, Section 2.4 analyzes the BER performance of systems in the presence of synchronization errors.
errors. Section 2.6 summarizes this chapter.

2.1 System Models

2.1.1 System Model of PWM

In a PWM system, the modulation is achieved by transmitting the pulses with different width to denote bit 0 or 1. The model of the transmitter in [6] is used here, and the transmitted signal of the $m$th user is

$$s_{PWM}^{(m)} = \sum_j \sqrt{E_p} p_{b_{j/N_s}}^{(m)} (t - j T_f - c_j^{(m)} T_c)$$  \hspace{1cm} (2.1)$$

where $p_{b_{j/N_s}}^{(m)} (t)$ means the $j$th transmitted pulse of the $m$th user. The value of $b_{j/N_s}^{(m)}$ is $\{0, 1\}$, and it denotes transmitted bit is 0 or 1. The index $\lfloor j/N_s \rfloor$, the integer part of $j/N_s$, represents the index of the data bit modulating the waveform in the $j$th frame. Usually a bit is repeated $N_s$ times and transmitted over $N_s$ frame to improve performance, so the waveform having same $\lfloor j/N_s \rfloor$ value will be modulated by the same bit. When bit 0 or 1 is transmitted, the transmitted pulse waveform is $p_0(t)$ or $p_1(t)$, respectively, where $p_0(t)$ and $p_1(t)$ are amplitude-normalized pulse waveforms with different widths. The symbol period to transmit a bit is $T_s = N_s T_f$, where $T_f$ is the frame period. To realize multi-user communications, a frame is separated into several chip intervals and the period of a chip interval is $T_c$. The user chooses the chip interval by time hoping (TH) code $c_j^{(m)}$, which is generated from specific pseudo-random code, and the value of $c_j^{(m)}$ can be any numbers in the set of $0 \leq c_j^{(m)} \leq N_h - 1$, where $N_h$ denotes the number of chip intervals in a frame. The energy of pulses is changed by $E_p$, and the energies of pulses to transmit bit 0 and 1 are different because $p_0(t)$ and $p_1(t)$ have different widths.

Without loss of generality, we only research single-user communication in this
dissertation, and a bit is transmitted only once. So equation (2.1) is simplified to

\[ s_{PWM}(t) = \sum_j \sqrt{E_p} p_{b_j}(t - jT_f) \]  

(2.2)

where \( T_f \) denotes the frame period, and \( p_{b_j}(t) \) denotes the pulse waveform for \( j \)th transmitted data bit \( b_j \). The data bit has binary value of either 0 or 1. When bit 0 or 1 are transmitted, the transmitted pulse waveform is \( p_0(t) \) or \( p_1(t) \), respectively, where \( p_0(t) \) and \( p_1(t) \) are amplitude-normalized pulse waveforms with different widths. The signal energy is adjusted by \( E_p \), and the energy of \( p_0(t) \) and \( p_1(t) \) are different.

Therefore, we define the energies of pulses for bits 0 and 1, \( E_0 \) and \( E_1 \), by

\[ E_i = E_p \int_{-T_{pi}/2}^{T_{pi}/2} [p_i(t)]^2 dt, (i = 0, 1), \]

where \( T_{pi} \) is the pulse width. The ratio \( E_0/E_1 \) depends on which pulse waveforms are chosen [6]. In this dissertation, we will use the second-order derivative of the Gaussian pulse [7]

\[ p(t) = (1 - 4\pi t^2/\alpha_i^2) \exp(-2\pi t^2/\alpha_i^2) \]  

(2.3)

where \( \alpha_i \) is the shape factor. The pulse width \( T_{pi} \) is set to \( 2.4\alpha_i \), and the detailed method to chose the pulse width for a specific \( \alpha_i \) value can be found in [7]. Fig. 8 shows the waveform of the 2nd-order derivative of the Gaussian pulse with \( \alpha_i = 0.5 \times 10^{-9} \) and normalized energy. After the second-order derivative of the Gaussian pulse is chosen, the modulation is achieved by using different \( \alpha_i \) values for bits 0 and 1. Increasing \( \alpha_i \) will increase \( T_{pi} \) and thus decrease the bandwidth. We set \( \alpha_1 = 2\alpha_0 \) to achieve modulation, where \( \alpha_1 \) and \( \alpha_0 \) are the shape factors for \( p_1(t) \) and \( p_0(t) \), respectively. So we have \( T_{p_1} = 2T_{p_0} \), where \( T_{p_1} \) and \( T_{p_0} \) denote the width of \( p_1(t) \) and \( p_0(t) \), respectively. Based on these assignments, the relationship between \( E_0 \) and \( E_1 \) is

\[ E_0 = 0.5E_1 \]  

(2.4)
The waveform of the 2nd-order derivative of the Gaussian pulse with different shaping factors: $\alpha_1 = 2\alpha_0$

The proof is given as follows:

$$E_0 = E_p \int_{-1.2\alpha_0}^{1.2\alpha_0} [p_0(t)]^2 dt = E_p \int_{-1.2\alpha_0}^{1.2\alpha_0} \left(1 - \frac{4\pi t^2}{\alpha_0^2}\right)^2 e^{-\frac{4\pi t^2}{\alpha_0^2}} dt$$  \hspace{1cm} (2.5)

$$E_1 = E_p \int_{-1.2\alpha_1}^{1.2\alpha_1} [p_1(t)]^2 dt = E_p \int_{-1.2\alpha_1}^{1.2\alpha_1} \left(1 - \frac{4\pi t^2}{\alpha_1^2}\right)^2 e^{-\frac{4\pi t^2}{\alpha_1^2}} dt$$  \hspace{1cm} (2.6)

Let $\tau = t/2$, we have $dt = 2d\tau$ and $t = 2\tau$. When $t = -1.2\alpha_1$, $\tau = (-1.2\alpha_1)/2 = -1.2\alpha_0$. Similarly, when $t = 1.2\alpha_1$, $\tau = 1.2\alpha_0$. Substituting these values into equation (2.6), $E_1$ becomes

$$E_1 = E_p \int_{-1.2\alpha_1}^{1.2\alpha_1} \left(1 - \frac{4\pi (2\tau)^2}{(2\alpha_0)^2}\right)^2 e^{-\frac{4\pi (2\tau)^2}{(2\alpha_0)^2}} 2d\tau$$

$$= 2E_p \int_{-1.2\alpha_0}^{1.2\alpha_0} \left(1 - \frac{4\pi \tau^2}{\alpha_0^2}\right)^2 e^{-\frac{4\pi \tau^2}{\alpha_0^2}} d\tau = 2E_0$$  \hspace{1cm} (2.7)

The design idea of the receiver originates from the spectral characteristics of the Gaussian pulse. The Fourier transform $X_f$ and center frequency $f_c$ of the $k$th-order...
derivative of the Gaussian pulse are [7]

\[ X_f \propto f^k \exp(-\pi f^2 \alpha_i^2/2) \]  

(2.8)

\[ f_c = \sqrt{k/(\alpha_i \sqrt{\pi})} \]  

(2.9)

where \( f \) is the frequency. Using equation (2.8), the spectra of \( p_0(t) \) and \( p_1(t) \) are

![Figure 9: Spectral curves](image)

plotted in Fig. 9. The bandwidth of \( p_0(t) \) is almost twice that of \( p_1(t) \). The center frequency of \( p_0(t) \) is \( f_{c0} \). Two ideal filters, Filter 1 and 2, are also shown in Fig. 9. The passband of Filter 1 is \([0, f_{c0}]\) and that of Filter 2 is \([f_{c0}, 2f_{c0}]\). When \( p_0(t) \) is transmitted, both Filter 1 and 2 pass about half of its energy. If we subtract the energies of filtered signals, the resultant energy is approximately 0. When \( p_1(t) \) is transmitted, Filter 1 passes almost all of the energy of \( p_1(t) \) but Filter 2 rejects the energy of \( p_1(t) \). Therefore, if we subtract the energies of filtered signals, the resultant energy is approximately \( E_1 \). We can decide the transmitted bit is 0 or 1 by measuring the energy difference of the filtered signals. This leads us to design the receiver as in Fig. 10. To make sure that our design idea of the receiver is based on strict theoretical
support rather than direct observable results, we use MAPLE to perform numerical calculation as follows:

The energy distributions of $p_0(t)$ and $p_1(t)$ in the passbands of Filter 1 and 2 are derived as follows:

$$E_{01} = \sqrt{\frac{2}{(\alpha_0 \sqrt{\pi})}} \int_0^\infty [X_f]^2 df = \int_0^\infty \left( f^2 e^{-\pi f^2 \alpha_0^2/2} \right)^2 df$$  \hspace{1cm} (2.10)

$$E_{02} = \sqrt{\frac{2}{(\alpha_0 \sqrt{\pi})}} \int_0^\infty [X_f]^2 df = \int_0^\infty \left( f^2 e^{-\pi f^2 \alpha_0^2/2} \right)^2 df$$  \hspace{1cm} (2.11)

$$E_{11} = \sqrt{\frac{2}{(\alpha_0 \sqrt{\pi})}} \int_0^\infty [X_f]^2 df = \int_0^\infty \left( f^2 e^{-\pi f^2 \alpha_1^2/2} \right)^2 df$$  \hspace{1cm} (2.12)

$$E_{12} = \sqrt{\frac{2}{(\alpha_0 \sqrt{\pi})}} \int_0^\infty [X_f]^2 df = \int_0^\infty \left( f^2 e^{-\pi f^2 \alpha_1^2/2} \right)^2 df$$  \hspace{1cm} (2.13)

where $E_{01}$, $E_{02}$, $E_{11}$ and $E_{12}$ denote the signal energy distributing in the passbands of the filters. The first subscript denotes the transmitted bit is 0 or 1 and the second subscript means Filter 1 or 2. After substitute the values of $\alpha_0$ and $\alpha_1 = 2\alpha_0$ into these four equations and use MAPLE to obtain

$$E_{01} - E_{02} \approx 0.451E_0 - 0.543E_0 = -0.09E_0 = -0.06E_b \approx 0$$  \hspace{1cm} (2.14)

$$E_{01} + E_{02} \approx 0.451E_0 + 0.543E_0 = 0.994E_0 \approx E_0$$  \hspace{1cm} (2.15)

where $E_b$ denotes the average bit energy. Because $E_1=2E_0$ and $E_b = 0.5(E_1 + E_0)$, it is straightforward to obtain $E_0 = 2/3E_b$ and $E_1 = 4/3E_b$. UWB signals are transmitted in a very low power, so 0.06$E_b$ is very small. Also, when we evaluate the BER performance of a system in terms of $E_b/N_0$, this 0.06$E_b/N_0$ is very small when compared to $E_b/N_0$. So it is reasonable to round off 0.06$E_b/N_0$ to 0.

$$E_{11} - E_{12} \approx 0.993E_1 - 0.0068E_1 = 0.986E_1 \approx E_1$$  \hspace{1cm} (2.16)
\[ E_{11} + E_{12} \approx 0.993E_1 + 0.0068E_1 = 0.9998E_1 \approx E_1 \] (2.17)

The results of equations (2.14), (2.15), (2.16) and (2.17) are verified by different \( \alpha_0 \) and \( \alpha_1 = 2\alpha_0 \) values, and they all generate the same results. The results of equations (2.14) and (2.16) provide strong theory support for our design ideal. The receiver is separated into two branches, and each branch is a conventional energy detection receiver. The only difference between the two branches is the passbands of the filters. The passbands of Filter 1 and 2 are like that in Fig. 9. The signal arriving at the receiver is denoted by \( s(t) \), the AWGN is denoted by \( n(t) \), and the sum of \( s(t) \) and \( n(t) \) is denoted by \( r(t) \). The integration interval \( T \leq T_f \). The decision statistic is given by \( Z = Z_1 - Z_2 \), where \( Z_1 \) and \( Z_2 \) are the outputs of branch 1 and 2, respectively. Finally, \( Z \) is compared with threshold \( \gamma \) to determine the transmitted bit. If \( Z \geq \gamma \), the transmitted bit is 1, otherwise it is 0.

In this dissertation, the performance of this new system is compared with the existing systems, the models of those systems are simply stated as follows: the OOK system does not transmit a signal when data is 0. It has difficulty to achieve...
synchronization, especially when a stream of zeros is transmitted [1], so it is not compared in this dissertation. We only compare PPM with our new system. In Section 2.1.2, the system model of PPM is depicted.

### 2.1.2 System Model of PPM

The transmitted signal of a PPM system is [3]

\[
s(t)_{PPM} = \sum_j \sqrt{E_p}p(t - jT_f - \delta b_j)
\]  
(2.18)

where \( \delta \) is called the modulation index, and the pulse shift amount is determined by \( \delta b_j \). The frame period is denoted by \( T_f \), \( p(t) \) is the pulse waveform and \( E_p \) denotes signal energy. At the receiver, after the received signal pass through a square-law device and an integrator, the decision statistic \( Z \) is obtained as [27]

\[
Z = Z_1 - Z_2 = \int_{jT_f}^{jT_f+T} r^2(t)dt - \int_{jT_f+\delta}^{jT_f+\delta+T} r^2(t)dt
\]  
(2.19)

where \( T \leq \delta \) denotes the length of integration interval. The decision threshold of PPM is \( \gamma = 0 \). If \( Z \geq \gamma = 0 \), the transmitted bit is 0, otherwise it is 1.

### 2.2 BER Performance in AWGN Channels

#### 2.2.1 PWM in AWGN channels

In Fig. 10, \( Z_1 \) and \( Z_2 \) are the outputs of conventional energy detectors, and they are defined as chi-square variables with approximately a degree of \( 2TW \) [28], where \( T \) is the integration time and \( W \) is the bandwidth of the filtered signal. A popular method for energy detection, called Gaussian approximation, has been developed to simplify the derivation of the BER formula. When \( 2TW \) is large enough, a chi-square variable can be approximated as a Gaussian variable. This method is commonly
used in energy detection communication systems [8, 27, 29, 30]. The mean value and variance of this approximated Gaussian variable are [31]

\[ \mu = N_0TW + E \]  
\[ \sigma^2 = N_0^2TW + 2N_0E \]  

where \( \mu \) and \( \sigma^2 \) are the mean value and variance, respectively. The double-sided power spectral density of AWGN is \( N_0/2 \). The signal energy which passes through the filter is denoted by \( E \). If the filter rejects all of the signal energy, then \( E = 0 \).

In Fig. 10, when bit 1 is transmitted, the signal energy almost passes through Filter 1 entirely. The probability density function (pdf) of \( Z_1 \) and \( Z_2 \) can be expressed as

\[ Z_1 \sim N(N_0TW + E_{11}, N_0^2TW + 2N_0E_{11}) \]  
\[ Z_2 \sim N(N_0TW + E_{12}, N_0^2TW + 2N_0E_{12}) \]

Since \( Z = Z_1 - Z_2 \), the pdf of \( Z \) is \( Z \sim N(E_{11} - E_{12}, 2N_0^2TW + 2N_0(E_{11} + E_{12})) \).

Using equations (2.16) and (2.17), the pdf of \( Z \) becomes

\[ H_1 : Z \sim N(E_1, 2N_0^2TW + 2N_0E_1) \]

When bit 0 is transmitted, the signal energy almost distributes equally in the frequency ranges of Filter 1 and 2. The pdfs of \( Z_1 \) and \( Z_2 \) are \( Z_1 \sim N(N_0TW + E_{01}, N_0^2TW + 2N_0E_{01}) \) and \( Z_2 \sim N(N_0TW + E_{02}, N_0^2TW + 2N_0E_{02}) \). And then we have \( Z \sim N(E_{01} - E_{02}, 2N_0^2TW + 2N_0(E_{01} + E_{02})) \). Using equations (2.14) and (2.15), the pdf of \( Z \) is

\[ H_0 : Z \sim N(0, 2N_0^2TW + 2N_0E_0) \]

Because \( E_0 \) and \( E_1 \) have different values, we will denote them using average bit energy \( E_b \). Assume bits 0 and 1 are randomly transmitted at the same probability, we obtain \( E_b = (1/2)(E_0 + E_1) \) [8, 24]. From equation (2.4), we have \( E_0 = 0.5E_1 \), so \( E_0 \) and \( E_1 \) can be expressed as

\[ E_0 = \frac{2}{3}E_b \]
\[ E_1 = \frac{4}{3} E_b \] (2.25)

Substituting equations (2.25) and (2.24) into (2.22) and (2.23), respectively, we obtain

\[ H_0 : Z \sim N(0, 2N_0^2TW + \frac{4}{3}N_0E_b) \] (2.26)

\[ H_1 : Z \sim N(\frac{4}{3}E_b, 2N_0^2TW + \frac{8}{3}N_0E_b) \] (2.27)

We follow the method in [29] to derive BER using equation (2.27) and (2.26). Firstly, we calculate the BER when bits 0 and 1 are transmitted as follows:

\[ P_0 = \int_{\gamma}^{\infty} f_0(x)dx = \int_{\gamma}^{\infty} \frac{1}{\sqrt{2\pi}\sigma_0} e^{-\frac{(x-\mu_0)^2}{2\sigma_0^2}} dx \] (2.28)

\[ P_1 = \int_{-\infty}^{\gamma} f_1(x)dx = \int_{-\infty}^{\gamma} \frac{1}{\sqrt{2\pi}\sigma_1} e^{-\frac{(x-\mu_1)^2}{2\sigma_1^2}} dx \] (2.29)

where \( f_0(x) \) and \( f_1(x) \) denote the probability density functions, and \( \gamma \) denotes the decision threshold. From equation (2.27) and (2.26), it is straightforward to obtain \( \mu_0 = 0, \sigma_0^2 = 2N_0^2TW + \frac{4}{3}N_0E_b \), \( \mu_1 = \frac{4}{3}E_b \), \( \sigma_1^2 = 2N_0^2TW + \frac{8}{3}N_0E_b \). Substituting these parameter values into equations (2.28) and (2.29), and then expressing \( P_0 \) and \( P_1 \) in terms of the complementary error function \( Q(\cdot) \), we obtain

\[ P_0 = Q\left(\frac{\gamma}{\sqrt{2N_0^2TW + \frac{4}{3}N_0E_b}}\right) \] (2.30)

\[ P_1 = Q\left(\frac{\frac{4}{3}E_b - \gamma}{\sqrt{2N_0^2TW + \frac{8}{3}N_0E_b}}\right) \] (2.31)

The optimal threshold is obtained by setting \( P_0 = P_1 \) [8,29]

\[ \frac{\gamma}{\sqrt{2N_0^2TW + \frac{4}{3}N_0E_b}} = \frac{\frac{4}{3}E_b - \gamma}{\sqrt{2N_0^2TW + \frac{8}{3}N_0E_b}} \] (2.32)

Solving equation (2.32), the optimal threshold is obtained as

\[ \gamma = \frac{\left(\frac{4}{3}E_b\right)\sqrt{2N_0^2TW + \frac{4}{3}N_0E_b}}{\sqrt{2N_0^2TW + \frac{8}{3}N_0E_b} + \sqrt{2N_0^2TW + \frac{4}{3}N_0E_b}} \] (2.33)
The total BER is $P_e = 0.5(P_0 + P_1)$. Since $P_0 = P_1$, it follows that $P_e = P_0$. Substituting equation (2.33) into (2.30), the total BER of PWM in AWGN channels is

$$P_e = Q\left(\frac{4E_b}{3N_0}\sqrt{2TW + 8E_b^2/3N_0 + \sqrt{2TW + 4E_b^2/3N_0}}\right)$$  \hspace{1cm} (2.34)

### 2.2.2 PPM in AWGN Channels

The BER equation of ED PPM has been derived in [8], and its expression is as followed:

$$P_e = Q\left(\frac{E_b/N_0}{\sqrt{2TW + 2E_b/N_0}}\right)$$  \hspace{1cm} (2.35)

### 2.3 BER Performance in Multipath Channels

In this section, the BER performances of PPM and PWM in multipath channels are researched. The channel model of the IEEE 802.15.4a standard [32] is used in this paper. After the signal travels through a multipath channel, it is convolved with the channel impulse response. The received signal becomes

$$r(t) = s(t) \otimes h(t) + n(t)$$  \hspace{1cm} (2.36)

where $h(t)$ denotes the channel impulse response and $n(t)$ is AWGN. The symbol $\otimes$ denotes the convolution operation. The IEEE 802.15.4a model is an extension of the Saleh-Valenzuela (S-V) model. The channel impulse response is

$$h(t) = \sum_{l=0}^{L} \sum_{k=0}^{K} \alpha_{k,l} \exp(j\phi_{k,l})\delta(t - T_l - \tau_{k,l})$$  \hspace{1cm} (2.37)

where $\delta(t)$ is Dirac delta function, and $\alpha_{k,l}$ is the tap weight of the $k$th component in the $l$th cluster. The delay of the $l$th cluster is denoted by $T_l$ and $\tau_{k,l}$ is the delay of the $k$th multipath component (MPC) relative to $T_l$. The phase $\phi_{k,l}$ is uniformly distributed in the range $[0, 2\pi]$. 

2.3.1 PPM in Multipath Channels

In PPM systems, the modulation index $\delta$ in equation (2.18) must be chosen appropriately. If it is designed to be less than the maximum channel spread $D$, the cross-modulation interference (CMI) will occur [27, 30, 33]. When CMI occurs, the system performance will be degraded greatly. Even increasing the transmitting power will not improve the performance because of the proportional increase of interference [33]. The effect of $\delta$ on BER performance of PPM has been analysed in [30]. But the BER equation in [30] is not expressed with respect to $E_b/N_0$. For convenience in the following analysis, the BER equation will be expressed in terms of $E_b/N_0$ here.

Fig. 11 is frame structures of PPM in the presence of CMI. The relationship of $\delta$ with $T_0$ and $T_1$ is set to $\delta = T_0 = T_1$ as in [27], and $T_0$ and $T_1$ are the time intervals reserved for multipath components of bits 0 and 1, respectively. Synchronization is assumed to be perfect here. When $\delta$ is less than the maximum channel spread $D$, some multipath components of bit 0 fall into the interval $T_1$, and therefore CMI occurs. But the multipath components of bit 1 do not cause CMI. Some of them fall

![Figure 11: PPM frame structures in multipath channels](image-url)
into the guard interval $T_g$, which is designed to prevent inter-frame interference (IFI). The frame period is $T_f = T_0 + T_1 + T_g$. If $T_g$ is chosen to be too large, it will waste transmission time. So we follow the method in [27] and set $T_f = \delta + D$. This will always achieve as high a data rate as possible without inducing IFI.

When bit 0 is transmitted, the pdfs of $Z_1$ and $Z_2$ are $Z_1 \sim N(N_0TW + \beta_a E_b, N_0^2TW + 2N_0 \beta_a E_b)$, $Z_2 \sim N(N_0TW + \beta_b E_b, N_0^2TW + 2N_0 \beta_b E_b)$. Since $Z = Z_1 - Z_2$, we have

$$H_0: \quad Z \sim N((\beta_a - \beta_b)E_b, 2N_0^2TW + 2N_0(\beta_a + \beta_b)E_b) \quad \text{(2.38)}$$

where $\beta_a = E_{T_0}/E_b$ and $\beta_b = E_{T_1}/E_b$. The meanings of $E_{T_0}$ and $E_{T_1}$ are the captured signal energies in integration interval $T_0$ and $T_1$, respectively. The values of $\beta_a$ and $\beta_b$ are in the range $[0,1]$. When bit 1 is transmitted, $E_{T_0} = 0$, the pdfs become $Z_1 \sim N(N_0TW, N_0^2TW)$ and $Z_2 \sim N(N_0TW + \beta_a E_b, N_0^2TW + 2N_0 \beta_a E_b)$. The pdf of $Z$ is

$$H_1: \quad Z \sim N(-\beta_a E_b, 2N_0^2TW + 2N_0 \beta_a E_b) \quad \text{(2.39)}$$

where the $\beta_a$ in equation (2.39) has the same value as that in equation (2.38), but their meaning are different. In equation (2.39), $\beta_a = E_{T_1}/E_b$. Since the threshold is $\gamma = 0$, the BER formula of PPM is

$$P_e = 0.5 \int_{-\infty}^{0} f_0(x)dx + 0.5 \int_{0}^{\infty} f_1(x)dx \quad \text{(2.40)}$$

where $f_0(x)$ and $f_1(x)$ are the pdfs corresponding to equations (2.38) and (2.39). Therefore, the BER is

$$P_e = \frac{1}{2} Q\left(\frac{(\beta_a - \beta_b)(E_b/N_0)}{\sqrt{2TW + 2(\beta_a + \beta_b)(E_b/N_0)}}\right) + \frac{1}{2} Q\left(\frac{\beta_a(E_b/N_0)}{\sqrt{2TW + 2\beta_a(E_b/N_0)}}\right) \quad \text{(2.41)}$$

When there is no CMI, $\beta_a = 1$ and $\beta_b = 0$, equation (2.41) reduces to equation (2.35).
2.3.2 PWM in Multipath Channels

Fig. 12 is the frame structure of PWM in multipath channels. CMI does not occur as it does in PPM systems. In order to compare PWM to PPM under the same energy capture condition, the integration interval $T_0$ of PWM has the same length as the $T_0$ of PPM. Also synchronization is assumed to be perfect as in PPM. The guard interval is $T_g$, and the frame period is set to $T_f = T_0 + T_g = D$. This will achieve the maximum data rate and prevent IFI simultaneously. This frame structure is applied to both bits 0 and 1. We assume $\lambda$ denotes the ratio of the captured signal energy to the total signal energy of each branch. When bit 0 is transmitted, the signal energy distributes equally to two branches, that is $E_{0,1} = E_{0,2} = E_b/3$. So the captured signal energy $E_{T_b}$ in two branches are all $\lambda E_b/3$, and the resultant pdf of $Z$ is

$$H_0 : Z \sim N(0, 2N_0^2TW + N_0\frac{4}{3}E_b)$$ (2.42)

When bit 1 is transmitted, the signal energy almost distributes to Branch 1 and the signal energy of Branch 2 is approximately 0. so we have $E_{1,1} = 4\lambda E_b/3$ and $E_{1,2} = 0$. The pdf of $Z$ is

$$H_1 : Z \sim N(\frac{4}{3}\lambda E_b, 2N_0^2TW + N_0\frac{8}{3}E_b)$$ (2.43)

Using equations (2.28) and (2.29), and following the method in Section 2.2.1, we obtain the threshold $\gamma$ and BER

$$\gamma = \frac{(\frac{4}{3}\lambda E_b)\sqrt{2N_0^2TW + \frac{4}{3}N_0\lambda E_b}}{\sqrt{2N_0^2TW + \frac{8}{3}N_0\lambda E_b + \sqrt{2N_0^2TW + \frac{4}{3}N_0\lambda E_b}}}$$ (2.44)

$$P_e = Q\left(\frac{\frac{4}{3}\lambda E_b}{\sqrt{2TW + \frac{8}{3}N_0\lambda E_b} + \sqrt{2TW + \frac{4}{3}N_0\lambda E_b}}\right)$$ (2.45)

The decision threshold $\gamma$ is adaptive.
2.4 Performance Analysis in The Presence of Synchronization Errors

2.4.1 PPM Performance in The Presence of Synchronization Errors

Fig. 13 depicts PPM frame structures when synchronization errors $\varepsilon$ occur. The modulation index is set to $\delta = D = T_0 = T_1$, so no CMI occurs. Assuming that coarse synchronization has been achieved, the BER performance of PPM and GFSK are compared in the range $\varepsilon \in [0, D/2]$. To prevent IFI, the frame length is set to $T_f = 2D + T_g$, where the guard interval $T_g$ equals to $D/2$, the maximum synchronization error used in this paper. When bit 0 is transmitted, we have $Z_1 \sim N(N_0TW + \eta E_b, N_0^2TW + 2\eta E_b N_0)$ and $Z_2 \sim N(N_0TW, N_0^2TW)$. The pdf of $Z$ is

$$H_0: \quad Z \sim N(\eta E_b, 2N_0^2TW + 2\eta E_b N_0)$$  \quad (2.46)
where $\eta = E_{T_0}/E_b$, and $E_{T_1} = 0$. When bit 1 is transmitted, we have $Z_1 \sim N(N_0TW + (1 - \eta)E_b, N_0^2TW + 2(1 - \eta)E_bN_0)$ and $Z_2 \sim N(N_0TW + \eta E_b, N_0^2TW + 2\eta E_bN_0)$. And then we obtain

$$H_1 : \ Z \sim N((1 - 2\eta)E_b, 2N_0^2TW + 2E_bN_0) \quad (2.47)$$

where $\eta$ in equation (2.47) has the same value as that in equation (2.46), but in equation (2.47), $\eta = E_{T_1}/E_b$, and $E_{T_0} = (1 - \eta)E_b$. Using equation (2.40), the total BER is

$$P_e = \frac{1}{2} Q\left(\frac{\eta E_b/N_0}{\sqrt{2TW + 2\eta E_b/N_0}}\right) + \frac{1}{2} Q\left(\frac{(2\eta - 1)E_b/N_0}{\sqrt{2TW + 2E_b/N_0}}\right) \quad (2.48)$$

### 2.4.2 PWM Performance in The Presence of Synchronization Errors

Fig. 14 depicts the PWM frame structure in the presence of synchronization errors. The integration interval $T_0 = D$ is the same as that of PPM. The frame length
Figure 14: A PWM frame structure in the presence of synchronization errors

is \( T_f = T_g + D \), where \( T_g = D/2 \) as in Section 2.4.1. From Fig. 14, the pdfs of \( Z \) are

\[
H_0 : Z \sim N(0, 2N_0^2TW + \frac{4}{3}N_0\rho E_b) \tag{2.49}
\]

\[
H_1 : Z \sim N(\frac{4}{3}\rho E_b, 2N_0^2TW + \frac{8}{3}N_0\rho E_b) \tag{2.50}
\]

where \( \rho \) denotes the ratio of the captured signal energy in \( T_0 \) to the total signal energy of each branch. Using equations (2.28) and (2.29), and following the method in Section 2.2.1, the threshold \( \gamma \) and BER are

\[
\gamma = \frac{(\frac{4}{3}\rho E_b)\sqrt{2N_0^2TW + \frac{4}{3}N_0\rho E_b}}{\sqrt{2N_0^2TW + \frac{8}{3}N_0\rho E_b + \sqrt{2N_0^2TW + \frac{4}{3}N_0\rho E_b}}} \tag{2.51}
\]

\[
P_e = Q\left(\sqrt{\frac{4}{3}\rho \frac{E_b}{N_0}}\right) \tag{2.52}
\]

2.5 Numerical Results and Analysis

The BER equations we derived above are based on using Gaussian approximation. Gaussian approximation only works perfectly under large \( 2TW \) values, so
we run simulations using Matlab to verify the BER equations we derived in the following. Fig. 15 shows the BER curves of PWM for different $2TW$ values. In simulation, the bandwidth of the filters is 3 GHz, the shape factors for bit 0 and 1 are $0.25 \times 10^{-9}$ and $0.5 \times 10^{-9}$, and the corresponding pulse durations are 0.6 ns and 1.2 ns. Analytical BER curves are obtained directly from equation (2.34). When $2TW$ is increased, there is a better match between the simulated and analytical curves, because the Gaussian approximation is more accurate under large $2TW$ values \[29\].

After the bandwidth $W$ is chosen, the only way to change $2TW$ is to change the length of integration time $T$. Therefore, when $T$ is increased, the Gaussian approximation is more accurate. However, increasing $T$ degrades BER performance because more noise energy is captured. When a UWB signal passes through a multipath channel, the large number of multipath components result in a very long channel delay. In order to capture the effective signal energy, the integration interval must be very long. This is why Gaussian approximation is commonly used in UWB systems.

Fig. 16 shows the analytical BER curves of PWM and PPM for different $2TW$
Figure 16: Comparison of BER performance of PWM and PPM for different $2TW$ values. Because equation (2.34) has been proved a correct BER equation for PWM above and equation (2.35) was also proved correct for PPM [8], we will use analytical BER curves to compare the BER performances of PWM and PPM in AWGN channels. In Fig. 16, When $2TW = 20$, PPM achieves 2.7 dB improvement over PWM at the BER=$10^{-3}$. When $2TW = 100$ and 200, the improvement are 2.3 and 2.2 dB, respectively. Fig. 17, Fig. 18, and Fig. 19 show the BER performance comparisons of PWM and PPM in multipath channels. The CM4 model [32] is used in simulation. Synchronization is perfect, and the maximum channel spread $D$ is truncated to 80 ns. The frame length is designed using the method mentioned in Section 2.3, so IFI is avoided in simulation. In this paper, $\delta = T_0 = T_1$ for PPM, and the $T_0$ of PWM equals the $T_0$ of PPM. In the following, when a value of $\delta$ is given, it implies that $T_0$ and $T_1$ also have the same value. The analytical BER curves of PPM and PWM are obtained directly from equations (2.41) and (2.45), respectively. In these two equations, we need to know the values of parameter $\beta_a$, $\beta_b$ and $\lambda$. There is no mathematical formula to calculate the captured energy as a function of the length.
Figure 17: Comparison of BER performance of PWM and PPM in Multipath channels (CM4 model, $\delta = 80$ ns and 50 ns)

Figure 18: Comparison of BER performance of PWM and PPM in Multipath channels (CM4 model, $\delta = 40$ ns and 30 ns)
of the integration interval for IEEE 802.15.4a channel. We use a statistic method to obtain values for the above parameters. Firstly, we use the MATLAB code in [32] to generate realizations of the channel impulse response $h(t)$. Then we calculate the ratio of energy in a specific time interval to the total energy of a channel realization to obtain values for these parameters. These values are substituted into equations (2.41) and (2.45) to achieve the analytical BER. Both the simulated and the analytical BER are obtained by averaging over 100 channel realizations. In Fig. 17, when $\delta = 80$ ns, no CMI occurs and PPM obtain better BER than PWM. The improvement is 2 dB at BER=$10^{-3}$. When $\delta = 50$ ns, PPM still obtains better BER performance than PWM in spite of the slight CMI and the improvement is approximately 1.9 dB at BER=$10^{-3}$. However, we can see from Fig. 17 that the performances of PWM and PPM are improved compared to when $\delta = 80$ ns. This phenomenon can be explained as follows. The multipath components existing in the time interval between 50 ns and 80 ns include low signal energy, so the integrators capture more noise energy than signal energy in this interval. In Fig. 18, when $\delta = 40$ ns, PWM obtains bet-
ter BER performance than PPM and the improvement is approximately 5.8 dB at BER=$10^{-3}$. When $\delta = 30$ ns, PWM requires an increase of $E_b/N_0$ approximately 0.5 dB to maintain BER=$10^{-3}$, but PPM can not achieve this BER level and exhibits BER floor. The phenomena that the BER performance can not be improved is called BER floor [34–37]. In Fig. 19, the $\delta$ values are 20 ns and 14 ns. The BER performance of PPM is very bad, and it can not be improved by increasing the signal transmitting power. The reason is that when the signal power is increased, CMI is increased proportionally [33]. Unlike PPM, however, PWM still achieves a good BER performance when the signal transmitting power is increased.

Fig. 20 and Fig.21 are comparisons of BER performance when synchroniza-

![Figure 20: Comparison of BER performance of PWM and PPM in the presence of synchronization errors(CM4 model, $\delta = D = 80$ ns, $\varepsilon = 0$ and 3 ns).](image)

...
are obtained by using the statistic method similar to the one described above. Both the simulated and analytical BERs are obtained by averaging over 100 channel realizations. In Fig. 20, when $\varepsilon = 0$ ns, no synchronization error occurs, and PPM achieve better BER performance than PWM. The improvement is approximately 2 dB at BER = $10^{-3}$. When $\varepsilon = 3$ ns, PWM has better BER performance than PPM. The improvement at BER = $10^{-3}$ is approximately 1.6 dB. In Fig. 21, when $\varepsilon = 4$ ns, PWM obtains approximately 7.5 dB improvement at BER = $10^{-3}$. When $\varepsilon = 10$ ns, the BER of PPM is extremely bad because of severe synchronization errors, but PWM still achieves a good BER.

The reason the BER performance of PWM is better than PPM in the presence of CMI or synchronization errors can be explained as follows. In a PPM system, modulation is achieved by shifting the pulse position, and the orthogonality of the signals is achieved in time domain. When CMI or synchronization errors occur, this orthogonality is easily destroyed. And this results in the counteraction of the captured signal energy between $T_0$ and $T_1$, thereby the absolute values of the mean values

![Figure 21: Comparison of BER performance of PWM and PPM in the presence of synchronization errors (CM4 model, $\delta = D = 80$ ns, $\varepsilon = 4, 10$ ns).](image)
in equations (2.38) and (2.47) are reduced at a higher rate. Because of this effect, the euclidean distance is reduced dramatically and the BER performance is severely degraded. In a PWM system, when bit 0 is transmitted, the mean values in equations (2.42) and (2.49) are always 0. The euclidean distance is not affected by small $T_0$ values or synchronization errors when bit 0 is transmitted. When bit 1 is transmitted, although the mean values in equations (2.43) and (2.50) are reduced, the phenomena of energy counteraction does not happen in a PWM system.

2.6 Summary

In this chapter, a new energy detection UWB system based on pulse width modulation is proposed. The BER performance of this new system is compared to PPM in AWGN channels, multipath channels and in the presence of synchronization errors. In AWGN channels, the BER performance of PPM is slightly better than PWM. However, in multipath channels, PPM suffers from cross-modulation interference if the integration interval is shorter than maximum channel spread. PWM dose not suffer from cross-modulation interference. This makes PWM a better scheme than PPM for high data rate communications when the integration interval is shorter than the maximum channel spread. Also when synchronization errors occur, PWM is more robust and achieves better BER performance than PPM. In UWB systems, the requirement of synchronization accuracy is much higher than other systems, so this leads to high cost to use accurate synchronizer. If we use PWM other than PPM, it will lower the requirement of synchronization accuracy and we can chose cheap synchronizer to reduce the cost. The complexities of PWM and PPM are in the same level. PWM transmits pulses with different shaping factors, and PPM shifts the position of pulses. At the receiver, PWM uses two energy detection branches. However, this does not increase the complexity of PWM too much. ED receiver has been a
very mature technology for many years and the structure of the receiver is simple and easy to implement. One just adds another simple branch to the receiver and the cost is low.
CHAPTER III

ENERGY DETECTION GAUSSIAN FSK UWB SYSTEMS

In this chapter, a new ultra-wideband system using energy detection is proposed. The transmitter of this system uses two pulses that are different-order derivatives of the Gaussian pulse to transmit bit 0 or 1. These pulses are appropriately chosen to separate their spectra in the frequency domain. The receiver is composed of two energy detection branches. Each branch has a filter which captures the signal energy of either bit 0 or 1. The outputs of the two branches are subtracted from each other to generate the decision statistic. The value of this decision statistic is compared to the threshold to determine the transmitted bit. This new system has the same BER performance as energy detection based pulse position modulation (PPM) system in additive white Gaussian noise channels. In multipath channels, its performance surpasses PPM and it also exhibits better BER performance in the presence of synchronization errors.

The structure of this chapter is as follows: Section 3.1 introduces the system
models, Section 3.2 analyzes the BER performance of systems in AWGN channels, Section 3.3 analyzes the BER performance of systems in multipath channels, Section 3.4 analyzes the BER performance of systems in the presence of synchronization errors. Section 3.5 shows the numerical results. Section 3.6 summarizes this chapter.

3.1 System Models

The design idea of this new system originates from spectral characteristics of the derivatives of the Gaussian pulse. The Fourier transform $X_f$ and center frequency $f_c$ of the $k$th-order derivative are given by [7]

$$X_f \propto f^k \exp(-\pi f^2 \alpha^2 / 2)$$

$$f_c = \sqrt{k} / (\alpha \sqrt{\pi})$$

where $k$ is the order of the derivative and $f$ is the frequency. The pulse shaping factor is denoted by $\alpha$. If we assign a constant value to $\alpha$ and change the $k$ value in equation (3.1), we obtain spectral curves for different-order derivatives. It is surprising to find that those curves have similar shapes and bandwidths. The major difference is their center frequencies. The reason that the change of center frequencies can be explained directly from equation (3.2). If the values of $k$ and $\alpha$ are appropriately chosen, it is always possible to separate the spectra of the two pulses. An example of the spectra of two pulses with different-order derivatives is plotted in Fig. 3.1. In this example, the chosen parameters are $\alpha = 0.5 \times 10^{-9}$, $k = 2$ and 24. The spectral curves are amplitude normalized. Exploiting the spectral characteristics of the pulses, the transmitted signal of the $m$th user of this system is designed as

$$s_{GFSK}^{(m)} = \sum_j \sqrt{E_p} (b_{[j/N_s]}^{(m)} p_1(t - jT_f - c_j^{(m)} T_c) + (1 - b_{[j/N_s]}^{(m)}) p_2(t - jT_f - c_j^{(m)} T_c))$$

where $p_1(t)$ and $p_2(t)$ denote the waveforms of two different-order derivatives of the Gaussian pulse with normalized energy, and $E_p$ is the signal energy. The transmitted
Figure 22: Spectral curves of the 2nd- and 24th-order derivatives of the Gaussian pulse

Figure 23: Waveforms of the 2nd- and 24th-order derivatives of the Gaussian pulse
bit of the $m$th user is denoted by $b_{\lfloor j/N_s \rfloor}^{(m)}$, where $\lfloor j/N_s \rfloor$ means the integer part of $j/N_s$. Usually, a bit is repeated $N_s$ times and transmitted over $N_s$ frames to improve performance, so the waveforms having the same $\lfloor j/N_s \rfloor$ are generated from the same bit. Without loss of generality, $N_s = 1$ is used in this paper. The chip period is denoted by $T_c$, and the frame period, which includes multiple chip intervals, is denoted by $T_f$. The relationship between these two variables is $T_f \geq N_h T_c$, where $N_h$ denotes the number of intervals of length $T_c$ in a frame. The transmitter selects the chip interval using time-hopping (TH) sequence $c_j^{(m)}$ which is generated from pseudo-random sequence. The value of $c_j^{(m)}$ is in the range $0 \leq c_j^{(m)} \leq N_h - 1$. The modulation is carried out as follows. When bit 1 is transmitted, the value of $b_{\lfloor j/N_s \rfloor}^{(m)}$ and $1 - b_{\lfloor j/N_s \rfloor}^{(m)}$ are 1 and 0, respectively, so $p_1(t)$ is transmitted. When bit 0 is transmitted, $b_{\lfloor j/N_s \rfloor}^{(m)}$ and $1 - b_{\lfloor j/N_s \rfloor}^{(m)}$ are 0 and 1, respectively, so the transmitted waveform is $p_2(t)$.

Without loss of generality, we focus on single user communication case, and a bit is transmitted only once. The transmitted signal of this system is reduced to

$$s(t)_{GFSK} = \sum_j \sqrt{E_p} (b_j p_1(t - jT_f) + (1 - b_j) p_2(t - jT_f)) \quad (3.4)$$

where $p_1(t)$ and $p_2(t)$ denote the pulse waveforms of different-order derivatives with normalized energy, and $E_p$ is the signal energy. The $j$th transmitted bit is denoted by $b_j$. The frame period is denoted by $T_f$. The modulation is carried out as follows. When bit 1 is transmitted, the value of $b_j$ and $1 - b_j$ are 1 and 0, respectively, so $p_1(t)$ is transmitted. Similarly, the transmitted waveform for bit 0 is $p_2(t)$.

The receiver is depicted in Fig. 24. It is separated into two branches, and each branch is a conventional energy detection receiver. The only difference between the two branches is the working frequency ranges of Filter 1 and Filter 2. Filter 1 passes the signal energy of $p_1(t)$ and rejects that of $p_2(t)$, and Filter 2 passes the signal energy of $p_2(t)$ and rejects that of $p_1(t)$. So when a bit is transmitted, only one branch can capture its energy. In this system, bits 1 and 0 are transmitted by $p_1(t)$ and $p_2(t)$,
respectively, so branch 1 captures signal energy of bit 1 and branch 2 captures that of bit 0. The signal arriving at the receiver is denoted by \( s(t) \), \( n(t) \) is the AWGN, and \( r(t) \) denotes the sum of \( s(t) \) and \( n(t) \). The captured energy of branches 1 and 2 over the integration interval \( T \) are denoted by \( Z_1 \) and \( Z_2 \), respectively. The output of the receiver is given by \( Z = Z_1 - Z_2 \). Finally, \( Z \) is compared with the threshold \( \gamma \). If \( Z \geq \gamma \), the transmitted bit is 1, otherwise it is 0.

In this GFSK system, modulation is carried out by using different-order derivatives of the Gaussian pulse. This type of modulation is entirely different to that used in continuous systems. In continuous FSK systems, modulation is achieved by using sine waveforms with different frequencies as carriers. Our GFSK is a carrier-less technology, and the signal is transmitted in the baseband. The example in Fig. 3.1 uses the 2nd- and 24th-order derivatives of the Gaussian pulse, but this system is not limited to this pair of pulses. The appropriate pulse pair depends on the bandwidth requirement of the system and its allocated frequency range. The bandwidth
of a pulse can be modified by changing the shaping factor \( \alpha \). Increasing the value of \( \alpha \) decreases the bandwidth \([7]\). The bandwidth of the 24th-order derivative pulse in Fig. 3.1 is approximately 3.4 GHz (obtained by numerically calculating the -10 dB bandwidth of the spectral curve of the 24th-order derivative pulse). In Fig. 25, two pulse pairs are generated from \( \alpha = 1 \times 10^{-9} \), which gives a narrower bandwidth than \( \alpha = 0.5 \times 10^{-9} \). The designer has the flexibility to use either the 2nd- and 20th-order derivatives or the 6th- and 29th-order derivatives depending on the application. They each achieve good spectral separation. The center frequencies of the pulses can be shifted to higher frequencies by increasing the order of the derivatives. Also, the spectral separation of a pulse pair can be increased by increasing the difference of the orders of the derivatives. Although the implementation of this system needs high-order derivatives of the Gaussian pulse, it is already feasible using current technology to generate such pulses. Many papers describing the hardware implementation of pulse generators for high-order derivatives of the Gaussian pulse have been published. In \([38]\), a 7th-order pulse generator is proposed, and the generator in \([39]\) is capable of producing a 13th-order pulse. In \([40]\), the center frequency of the generated pulse is 34 GHz.

In this Chapter, the performance of this new system is compared to a PPM system, and the models of PPM systems has been described in Chapter 2, so it is not repeated here.

Some parameter values are given below, and these values are used later in simulation. The expression for the 2nd-order derivative can be found in \([7]\).

\[
s(t) = (1 - 4\pi \frac{t^2}{\alpha^2})e^{-\frac{2\pi t^2}{\alpha^2}}
\]

(3.5)
We can use the symbolic calculation tool MAPLE to perform \( \frac{d^{24}}{dt^{24}} \left( \sqrt{2} \alpha e^{-2\pi t^2/\alpha^2} \right) \) to obtain the 24th-order derivatives, where \( \sqrt{2} \alpha e^{-2\pi t^2/\alpha^2} \) is the Gaussian pulse [7].

\[
s(t) = (5305528527460761600 - 25466536931811656800\pi \frac{t^2}{\alpha^2} + 186754604166188083200\pi^2 \frac{t^4}{\alpha^4} - 498012277776501555200\pi^3 \frac{t^6}{\alpha^6} + 640301499998359142400\pi^4 \frac{t^8}{\alpha^8} - 4553255111110994279040\pi^5 \frac{t^{10}}{\alpha^{10}} + 1931683986531491512320\pi^6 \frac{t^{12}}{\alpha^{12}} - 50945511732698672480\pi^7 \frac{t^{14}}{\alpha^{14}} + 8490918622116462080\pi^8 \frac{t^{16}}{\alpha^{16}} - 8879392023128309760\pi^9 \frac{t^{18}}{\alpha^{18}} + 560803706723893248\pi^{10} \frac{t^{20}}{\alpha^{20}} - 19421773393035264\pi^{11} \frac{t^{22}}{\alpha^{22}} + 281474976710656\pi^{12} \frac{t^{24}}{\alpha^{24}})e^{-2\pi t^2/\alpha^2}
\]

Equation (3.6) is the 24th-order derivative. This is a simplified version of the original one obtained from MAPLE. The common factor of all terms in parentheses is \( \sqrt{2}\pi^{12}/\alpha^{25} \). It is a constant and does not affect the waveform shape, so it has been removed to simplify equation. The value of \( \alpha \) is set to \( 0.5 \times 10^{-9} \) and the width of the pulses are chosen to be \( 2.4\alpha = 1.2 \times 10^{-9} = 1.2 \) ns (the detailed method to
choose pulse width for a shaping factor $\alpha$ can be found from [7]). Fig. 3.1 shows the energy normalized waveforms of the 2nd- and 24th-order derivatives. For GFSK, we use the 2nd-order derivative to transmit bit 1, and the 24th-order to transmit bit 0. For PPM, the pulse is the 2nd-order derivative.

The BER performance of a GFSK system in AWGN and multipath channels and in the presence of synchronization errors will be analyzed in the following. The BER performance of a PPM system has been analyzed in Chapter 2, please see equations (2.35), (5.10), and (5.15).

### 3.2 GFSK Performance in AWGN Channels

In Fig. 24, $Z_1$ and $Z_2$ are the outputs of conventional energy detectors, and they are defined as chi-square variables with approximately a degree of $2TW$ [28], where $T$ is the integration time and $W$ is the bandwidth of the filtered signal. A popular method for energy detection, called Gaussian approximation, has been developed to simplify the derivation of the BER formula. When $2TW$ is large enough, a chi-square variable can be approximated as a Gaussian variable. This method is commonly used in energy detection communication systems [8, 27, 29, 30]. The mean value and variance of this approximated Gaussian variable are [31]

$$
\mu = N_0 TW + E
$$

$$
\sigma^2 = N_0^2 TW + 2N_0 E
$$

where $\mu$ and $\sigma^2$ are the mean value and variance, respectively. The double-sided power spectral density of AWGN is $N_0/2$, where $N_0$ is the single-sided power spectral density. The signal energy which passes through the filter is denoted by $E$. If the filter rejects all of the signal energy, then $E = 0$. In Fig. 24, when bit 1 is transmitted, the signal energy passes through Filter 1 and is rejected by Filter 2. The probability density
function (pdf) of $Z_1$ and $Z_2$ can be expressed as $Z_1 \sim N(N_0TW + E_b, N_0^2TW + 2N_0E_b)$ and $Z_2 \sim N(N_0TW, N_0^2TW)$, where $E_b$ denotes the bit energy. In this paper, the same bit is not transmitted repeatedly, so $E_b$ is used to replace $E$ here. Since $Z = Z_1 - Z_2$, the pdf of $Z$ is

$$H_1 : Z \sim N(E_b, 2N_0^2TW + 2N_0E_b) \quad (3.9)$$

Using the same method, the pdf of $Z$ when bit 0 is transmitted is

$$H_0 : Z \sim N(-E_b, 2N_0^2TW + 2N_0E_b) \quad (3.10)$$

After obtaining the pdf of $Z$, we follow the method in [29] to derive the BER formula. Firstly, we calculate the BER when bits 0 and 1 are transmitted as follows:

$$P_0 = \int_{\gamma}^{\infty} f_0(x)dx = \int_{\gamma}^{\infty} \frac{1}{\sqrt{2\pi}\sigma_0} e^{-\frac{(x-\mu_0)^2}{2\sigma_0^2}} dx \quad (3.11)$$

$$P_1 = \int_{-\infty}^{\gamma} f_1(x)dx = \int_{-\infty}^{\gamma} \frac{1}{\sqrt{2\pi}\sigma_1} e^{-\frac{(x-\mu_1)^2}{2\sigma_1^2}} dx \quad (3.12)$$

where $f_0(x)$ and $f_1(x)$ denote the probability density functions, and $\gamma$ denotes the decision threshold. From equation (3.9) and (3.10), it is straightforward to obtain $\mu_0 = -E_b$, $\sigma_0^2 = 2N_0^2TW + 2N_0E_b$, $\mu_1 = E_b$, $\sigma_1^2 = 2N_0^2TW + 2N_0E_b$. Substituting these parameter values into equations (3.11) and (3.12), and then expressing $P_0$ and $P_1$ in terms of the complementary error function $Q(\cdot)$, we obtain

$$P_0 = Q\left(\frac{(E_b + \gamma)}{\sqrt{2N_0^2TW + 2N_0E_b}}\right) \quad (3.13)$$

$$P_1 = Q\left(\frac{(E_b - \gamma)}{\sqrt{2N_0^2TW + 2N_0E_b}}\right) \quad (3.14)$$

The optimal threshold is obtained by setting $P_0 = P_1$ [8,29]

$$\frac{(E_b + \gamma)}{\sqrt{2N_0^2TW + 2N_0E_b}} = \frac{(E_b - \gamma)}{\sqrt{2N_0^2TW + 2N_0E_b}} \quad (3.15)$$

Solving equation (3.15), the optimal threshold is obtained as

$$\gamma = 0 \quad (3.16)$$
The total BER is $P_e = 0.5(P_0 + P_1)$. Since $P_0 = P_1$, it follows that $P_e = P_0$.

Substituting equation (3.16) into (3.13), the total BER of GSFK in AWGN channels is

$$P_e = Q\left(\frac{E_b/N_0}{\sqrt{2TW + 2E_b/N_0}}\right)$$

(3.17)

### 3.3 GFSK Performance in Multipath Channels

In this Chapter, the BER performances of GFSK in multipath channels are researched. The channel model of the IEEE 802.15.4a standard [32] is used. The details about this channel model has been stated in Chapter 2.

Fig. 26 is the frame structure of GFSK in multipath channels. CMI does not occur in GFSK systems as it does in PPM systems. In order to compare GFSK to
PPM under the same energy capture condition, the integration interval \( T_0 \) of GFSK has the same length as the \( T_0 \) of PPM. Also synchronization is assumed to be perfect as in PPM. The guard interval is \( T_g \), and the frame period is set to \( T_f = T_0 + T_g = D \). This will achieve the maximum data rate and prevent IFI simultaneously. This frame structure is applied to both bits 0 and 1. From Fig. 26, it is straightforward to obtain the pdfs of \( Z \) when bits 1 and 0 are transmitted as follows:

\[
H_1 : Z \sim N(\lambda E_b, 2N_0^2TW + 2N_0\lambda E_b) \tag{3.18}
\]

\[
H_0 : Z \sim N(-\lambda E_b, 2N_0^2TW + 2N_0\lambda E_b) \tag{3.19}
\]

where \( \lambda = E_{T_0}/E_b \). Using equations (3.11) and (3.12), and following the method in Section 3.2, we obtain the BER

\[
P_e = Q\left(\frac{\lambda E_b/N_0}{\sqrt{2TW + 2\lambda E_b/N_0}}\right) \tag{3.20}
\]

### 3.4 GFSK Performance in The Presence of Synchronization Errors

Fig. 27 depicts the GFSK frame structure in the presence of synchronization errors. The integration interval \( T_0 = D \) is the same as that of PPM. The frame length is \( T_f = T_g + D \), where \( T_g = D/2 \) as in Section 2.4.1. From Fig. 27, the pdfs of \( Z \) are

\[
H_1 : Z \sim N(\rho E_b, 2N_0^2TW + 2N_0\rho E_b) \tag{3.21}
\]

\[
H_0 : Z \sim N(-\rho E_b, 2N_0^2TW + 2N_0\rho E_b) \tag{3.22}
\]

where \( \rho = E_{T_0}/E_b \). Using equations (3.11) and (3.12), and following the method in Section 3.2, the total BER is

\[
P_e = Q\left(\frac{\rho E_b/N_0}{\sqrt{2TW + 2\rho E_b/N_0}}\right) \tag{3.23}
\]
3.5 Numerical Results and Analysis

Fig. 28 shows the BER curves for different $2TW$ values. In simulation, the bandwidth of the filters is 3.4 GHz, and the pulse duration is 1.2 ns. Analytical BER curves are obtained directly from equation (3.17). When $2TW$ is increased, there is a better match between the simulated and analytical curves, because the Gaussian approximation is more accurate under large $2TW$ values [29]. After the bandwidth $W$ is chosen, the only way to change $2TW$ is to change the length of integration time $T$. Therefore, when $T$ is increased, the Gaussian approximation is more accurate. However, increasing $T$ degrades BER performance because more noise energy is captured. When a UWB signal passes through a multipath channel, the large number of multipath components result in a very long channel delay. In order
to capture the effective signal energy, the integration interval must be very long. This is why Gaussian approximation is commonly used in UWB systems.

Fig. 29, Fig. 30, and Fig. 31 show the BER performance comparisons of GFSK and PPM in multipath channels. The CM4 model [32] is used in simulation. Synchronization is perfect, and the maximum channel spread $D$ is truncated to 80 ns. The frame length of PPM and GFSK are designed using the method mentioned in Section 2.3.1 and Section 3.3, respectively, so IFI is avoided in simulation. In this paper, $\delta = T_0 = T_1$ for PPM, and the $T_0$ of GFSK equals the $T_0$ of PPM. In the following, when a value of $\delta$ is given, it implies that $T_0$ and $T_1$ also have the same value. The analytical BER curves of PPM and GFSK are obtained directly from equations (2.41) and (3.20), respectively. In these two equations, we need to know the values of parameter $\beta_a$, $\beta_b$ and $\lambda$. There is no mathematical formula to calculate the captured energy as a function of the length of the integration interval for IEEE 802.15.4a channel. We use a statistic method to obtain values for the
above parameters. Firstly, we use the MATLAB code in [32] to generate realizations of the channel impulse response $h(t)$. Then we calculate the ratio of energy in a specific time interval to the total energy of a channel realization to obtain values for these parameters. These values are substituted into equations (2.41) and (3.20) to achieve the analytical BER. Both the simulated and the analytical BER are obtained by averaging over 100 channel realizations. In Fig. 29, when $\delta = 80$ ns, no CMI occurs and GFSK and PPM obtain the same BER. The analytical curves of GFSK and PPM match very well, as do the simulated curves. When $\delta = 50$ ns, GFSK obtains better BER performance than PPM, and the improvement is approximately 0.2 dB at BER=$10^{-3}$. The reason is that $\delta$ is less than $D$, CMI occurs, and PPM performance is degraded. However, we can see from Fig. 29 that the performances of GFSK and PPM are improved compared to when $\delta = 80$ ns. This phenomenon can be explained as follows. The multipath components existing in the time interval between 50 ns and 80 ns include low signal energy, so the integrators capture more
noise energy than signal energy in this interval. In Fig. 30, when $\delta = 40$ ns, GFSK obtains approximately 7.5 dB improvement at BER=$10^{-3}$. When $\delta = 30$ ns, GFSK requires an increase of $E_b/N_0$ approximately 0.6 dB to maintain BER=$10^{-3}$, but PPM can not achieve this BER level. In Fig. 31, the $\delta$ values are 20 ns and 14 ns. The BER performance of PPM is very bad, and it can not be improved by increasing the signal transmitting power. The reason is that when the signal power is increased, CMI is increased proportionally [33]. Unlike PPM, however, GFSK still achieves a good BER performance when the signal transmitting power is increased.

![Figure 30: Comparisons of BER performance of GFSK and PPM in multipath channels (CM4 model, $D = 80$ ns, $\delta = 40$ and 30 ns)](image)

Fig. 32 and Fig. 33 are comparisons of BER performance when synchronization errors occur. In simulation, the modulation index $\delta$ is set to the maximum channel spread $D = 80$ ns, so no CMI is considered here. The frame structures of PPM and GFSK are designed by following the method mentioned in Section 2.4.1 and Section 3.4, respectively, so IFI are avoided in simulation. The analytical BER curves are obtained directly from equations (2.48) and (3.23), and the values for parameters $\eta$
and $\rho$ in equations (2.48) and (3.23) are obtained by using the statistic method similar to the one described above. Both the simulated and analytical BERs are obtained by averaging over 100 channel realizations. In Fig. 32, when $\varepsilon = 0$ ns, no synchronization error occurs, and GFSK and PPM achieve the same BER performance. When $\varepsilon = 2$ ns, GFSK has better BER performance than PPM. The improvement at $\text{BER}=10^{-3}$ is approximately 1 dB. In Fig. 33, when $\varepsilon = 3$ ns, GFSK obtains approximately 3.2 dB improvement at $\text{BER}=10^{-3}$. When $\varepsilon = 10$ ns and $\varepsilon = 15$ ns, the BER of PPM is extremely bad because of severe synchronization errors, but GFSK still achieves an acceptable BER.

### 3.6 Summary

In this chapter, a new energy detection UWB system GFSK UWB system is proposed and the system performance of this system is compared to an ED PPM
UWB system. This ED GFSK system achieves the same BER performance as PPM in AWGN channels. However, after the signals pass through multipath channels, GFSK achieves better performance than PPM because it is not affected by CMI. Also when synchronization errors occur, GFSK achieves better BER performance than PPM. In PPM, modulation is achieved by shifting the pulse position, and the orthogonality of the signals is achieved in time domain. When CMI or synchronization errors occur, this orthogonality is easily destroyed. The orthogonality of GFSK is achieved in the frequency domain. Although the integration interval and synchronization error also affect performance of GFSK, its orthogonality is not affected by these two factors. This is why GFSK has better BER performance than PPM in the presence of CMI and synchronization errors. The cost of this advantage of GFSK is that it occupies more frequency resources than PPM. For low data rate UWB systems, the usable frequency range is much larger than the signal bandwidth. This makes GFSK more flexible because we can use different-order pulse pairs to shift signal center frequency
to suitable locations. But for high data rate UWB systems, it is impossible to increase the signal bandwidth without restrictions because the usable frequency is constrained by many possible institutional regulations. The maximum possible signal bandwidth of a single pulse in GFSK is at most one half of that of PPM. But this does not mean that the maximum possible data rate of GFSK is one half of that of PPM. If only AWGN channels are considered, the modulation index $\delta$ of PPM can be chosen to be the duration of one pulse. And the frame period of PPM is twice as long as the pulse duration assuming the guard interval is zero. In GFSK, the frame period is equal to one pulse duration, but the shortest possible pulse duration of GFSK is twice that of PPM. This results in the same frame period as PPM, so the maximum possible data rates of GFSK and PPM will be the same in AWGN channels. But when the signals pass through multipath channels, the maximum channel spread of GFSK may not be twice that of PPM. If it is less than twice that of PPM, the maximum data rate of GFSK is greater than PPM. So it is possible that the spectral efficiency of

Figure 33: Comparisons of performance of GFSK and PPM in the presence of synchronization errors (CM4 model, $\delta = D = 80$ ns, $\varepsilon = 3, 10$ and $15$ ns).
GFSK is higher than PPM. In this chapter, we have not investigated this topic, and it will be discussed later in Chapter 6. The complexities of these two systems are also discussed here. GFSK needs two pulse generators at the transmitter and two branches at the receiver. However, this does not increase the complexity of GFSK too much. As mentioned above, many methods to generate different-order derivatives of the Gaussian pulse have been proposed and the cost of using two pulse generators is not expensive. Other components at the transmitter can be shared by these two pulse generators, such as the power amplifier and other baseband components. At the receiver side, the system needs two ED receiver branches which have filters with different frequency range. ED receiver has been a very mature technology for many years and the structure of the receiver is simple and easy to implement. Two branches in GFSK system do not increase the complexity of the receiver too much. One just adds another simple branch to the receiver and the cost is low. Although PPM only needs one energy detection branch, its implementation needs more accurate synchronizer at the receiver and accurate design of modulation index at the transmitter. These factors will greatly increase the cost of the system.
CHAPTER IV

COMPARISON OF PWM AND GFSK SYSTEMS

In the previous two chapters, two new ED UWB systems, PWM and GFSK, are proposed and their performances have been compared with PPM systems. In multipath channels and in the presence of synchronization errors, performances of these two systems surpass that of a PPM system. In this chapter, the performance of PWM and GFSK systems will be compared.

4.1 Comparison of BER performance of PWM and GFSK system

Because the BER equations of ED PWM and GFSK systems are already derived and verified in the previous chapters, we will use the analytical BER curves to compare system performance directly.

In Fig. 34, Fig. 35, Fig. 36, and Fig. 37, the comparison of BER performance of
Figure 34: Comparisons of Analytical BER performance of PWM and GFSK in AWGN channels (2TW=20 and 60)

PWM and GFSK systems in AWGN channels are shown. In Fig. 34, when $2T_W = 20$, GFSK achieves approximately 2.8 dB improvement over PWM at the BER $= 10^{-3}$. When $2T_W = 60$, GFSK achieves approximately 2.7 dB improvement at the BER $= 10^{-3}$. In Fig. 35, when $2T_W = 80$, GFSK achieves approximately 2.3 dB improvement at the BER $= 10^{-3}$. When $2T_W = 120$, GFSK achieves approximately 2.25 dB improvement at the BER $= 10^{-3}$. In Fig. 36, when $2T_W = 160$, GFSK achieves approximately 2.2 dB improvement at the BER $= 10^{-3}$. When $2T_W = 220$, GFSK achieves approximately 2.2 dB improvement at the BER $= 10^{-3}$. In Fig. 37, when $2T_W = 240$, GFSK achieves approximately 2.2 dB improvement at the BER $= 10^{-3}$. When $2T_W = 300$, GFSK achieves approximately 2.14 dB improvement at the BER $= 10^{-3}$.

In Fig. 38, 39, 40, and 41, the analytical BER curves of PWM and GFSK
systems are shown. In Fig. 38, when $T_0 = 80$ ns, GFSK achieves approximately 2.1 dB improvement over PWM at the BER$= 10^{-3}$. When $T_0 = 50$ ns, GFSK achieves approximately 2.1 dB improvement at the BER$= 10^{-3}$. In Fig. 39, when $T_0 = 40$ ns, GFSK achieves approximately 2.1 dB improvement at the BER$= 10^{-3}$. When $T_0 = 30$ ns, GFSK achieves approximately 2.1 dB improvement at the BER$= 10^{-3}$. In Fig. 40, when $T_0 = 25$ ns, GFSK achieves approximately 2.1 dB improvement at the BER$= 10^{-3}$. When $T_0 = 20$ ns, GFSK achieves approximately 2.1 dB improvement at the BER$= 10^{-3}$. In Fig. 41, when $T_0 = 18$ ns, GFSK achieves approximately 2.1 dB improvement at the BER$= 10^{-3}$. When $T_0 = 14$ ns, GFSK achieves approximately 2.1 dB improvement at the BER$= 10^{-3}$.

In Fig. 42, Fig. 43, Fig. 44, and Fig. 45, the analytical BER curves of PWM and GFSK systems in the presence of synchronization errors are shown. In Fig. 42,
when $\varepsilon = 0$ ns, there is no synchronization error and GFSK achieves approximately 2.1 dB improvement over PWM at the BER= $10^{-3}$. When $\varepsilon = 2$ ns, GFSK achieves approximately 2.1 dB improvement at the BER= $10^{-3}$. In Fig. 43, when $\varepsilon = 3$ ns, GFSK achieves approximately 2.1 dB improvement at the BER= $10^{-3}$. When $\varepsilon = 4$ ns, GFSK achieves approximately 2.1 dB improvement at the BER= $10^{-3}$. In Fig. 44, when $\varepsilon = 5$ ns, GFSK achieves approximately 2.1 dB improvement at the BER= $10^{-3}$. When $\varepsilon = 10$ ns, GFSK achieves approximately 2.1 dB improvement at the BER= $10^{-3}$. In Fig. 45, when $\varepsilon = 15$ ns, GFSK achieves approximately 2.1 dB improvement at the BER= $10^{-3}$. When $\varepsilon = 20$ ns, GFSK achieves approximately 2.1 dB improvement at the BER= $10^{-3}$. 

Figure 36: Comparisons of Analytical BER performance of PWM and GFSK in AWGN channels(2TW=160 and 220)
4.2 Comparison of System Complexity

GFSK systems all exhibit better BER performance in AWGN channels, multipath channels, and in the presence of synchronization errors. However, PWM systems are more easy to implement than GFSK systems. The modulation of PWM can be obtained by assigning different $\alpha$ values for bits 0 and 1. In GFSK systems, the transmitter needs two different pulse generators to transmit the signal and this will increase the complexity and expense of the system. The high-order derivative pulse generators are especially more complicated than low-order generators.
4.3 Summary

GFSK systems exhibit better BER performance than PWM systems in AWGN channels, multipath channels, and in the presence of synchronization errors. However, PWM systems have simpler structures than GFSK systems. When choosing a system, both of these factors must be considered to decide which system is more appropriate. If performance is the most important factor to be considered, GFSK is the better candidate. If the requirement of system performance is not so stringent, then PWM can be a better candidate because the pulse generator is not so complicate and the price is lower.
Figure 39: Comparisons of Analytical BER performance of PWM and GFSK in multipath channels ($T_0=40$ ns and 30 ns)

Figure 40: Comparisons of Analytical BER performance of PWM and GFSK in multipath channels ($T_0=25$ ns and 20 ns)
Figure 41: Comparisons of Analytical BER performance of PWM and GFSK in multipath channels($T_0=18$ ns and 14 ns)

Figure 42: Comparisons of Analytical BER performance of PWM and GFSK in the presence of synchronization errors($\varepsilon=0$ ns and 2 ns)
Figure 43: Comparisons of Analytical BER performance of PWM and GFSK in the presence of synchronization errors($\varepsilon =$3 ns and 4 ns)

Figure 44: Comparisons of Analytical BER performance of PWM and GFSK in the presence of synchronization errors($\varepsilon =$5 ns and 10 ns)
Figure 45: Comparisons of Analytical BER performance of PWM and GFSK in the presence of synchronization errors ($\varepsilon = 15$ ns and 20 ns)
CHAPTER V

THE OPTIMAL THRESHOLD TO MITIGATE THE EFFECT OF CROSS-MODULATION INTERFERENCE AND SYNCHRONIZATION ERRORS IN ED PPM UWB SYSTEMS

In conventional energy detection PPM systems, the optimal decision threshold is 0. However, when CMI or synchronization errors occur, the optimal threshold deviates from 0 and the BER performance is degraded greatly. The optimal threshold is used to replace the 0 threshold in this chapter. The research results show that this optimal threshold effectively mitigates the effect of CMI or synchronization errors and achieves BER improvement.
The structure of this chapter is as follows: Section 5.1 analyzes the system performance in multipath channels. Section 5.2 analyzes the system performance in the presence of synchronization errors. Section 5.3 shows the simulation results and analysis. Section 5.4 summarizes this chapter.

5.1 BER Performance Analysis in Multipath Channels

In PPM systems, the modulation index $\delta$ in equation (2.18) must be chosen appropriately. If it is chosen to be too large, it will waste the transmission time and reduce the data rate. However, if it is designed to be less than the maximum channel spread $D$, CMI will occur [27, 30, 33]. When CMI occurs, the system performance will be degraded greatly. Even increasing the transmitting power will not improve the performance because of the proportional increase of interference [33]. When we design a system, we always want to achieve maximum transmission rate and maintain an acceptable BER performance simultaneously. The choice of an appropriate value for $\delta$ is not easy because we cannot guarantee the $\delta$ value will always match the actual channel circumstance. So the effect of CMI on system performance cannot be neglected. The effect of CMI on BER performance of PPM has been analyzed in [30]. But the BER equation in [30] is not expressed with respect to $E_b/N_0$. In our previous work in Chapter 2, the BER equation is expressed in terms of $E_b/N_0$. However, both the works in [30] and Chapter 2 are based on $\gamma = 0$. In this chapter, the BER equation of optimal threshold PPM systems will be analyzed. To analyze the BER performance in multipath channels, we follow the method in Chapter 2 to design the frame structure. The frame structures of PPM in the presence of CMI is shown in Fig. 11, where $T_0$ and $T_1$ are the time intervals reserved for multipath
components of bits 0 and 1, respectively. The modulation index $\delta$ is set to $\delta = T_0 = T_1$. Synchronization error is assumed to be 0. When $\delta$ is less than the maximum channel spread $D$, some multipath components of bit 0 extend into the interval $T_1$ and cause CMI. But the multipath components of bit 1 do not cause CMI and some of them just extend into the guard interval $T_g$, which is designed to prevent IFI. The frame period is $T_f = T_0 + T_1 + T_g$. If $T_g$ is chosen to be too large, it will waste transmission time. So it is set $T_f = \delta + D$. This will always achieve as high a data rate as possible and prevent IFI simultaneously [27].

When bit 0 is transmitted, the pdfs of $Z_1$ and $Z_2$ are $Z_1 \sim N(N_0TW + \beta_a E_b, N_0^2TW + 2N_0\beta_aE_b)$, $Z_2 \sim N(N_0TW + \beta_b E_b, N_0^2TW + 2N_0\beta_bE_b)$, where $\beta_a = E_{T_0}/E_b$ and $\beta_b = E_{T_1}/E_b$. The meanings of $E_{T_0}$ and $E_{T_1}$ are the captured signal energies in integration interval $T_0$ and $T_1$, respectively. Under these conversions, $E_{T_0}$ and $E_{T_1}$ are expressed as $\beta_a E_b$ and $\beta_b E_b$, respectively. The values of $\beta_a$ and $\beta_b$ are in the range $[0, 1]$. Since $Z = Z_1 - Z_2$, we obtain

$$H_0: Z \sim N((\beta_a - \beta_b)E_b, 2N_0^2TW + 2N_0(\beta_a + \beta_b)E_b) \quad (5.1)$$

When bit 1 is transmitted, $E_{T_0} = 0$, the pdfs become $Z_1 \sim N(N_0TW, N_0^2TW)$ and $Z_2 \sim N(N_0TW + \beta_a E_b, N_0^2TW + 2N_0\beta_aE_b)$. The pdf of $Z$ is

$$H_1: Z \sim N(-\beta_a E_b, 2N_0^2TW + 2N_0\beta_aE_b) \quad (5.2)$$

where the $\beta_a$ in equation (5.2) has the same value as that in equation (5.1), but their meaning are different. In equation (5.2), $\beta_a = E_{T_1}/E_b$. After obtaining the pdf of $Z$, we follow the method in [29] to derive the BER formula. Firstly, we calculate the BER when bits 0 and 1 are transmitted as follows:

$$P_0 = \int_{-\infty}^{\gamma} f_0(x)dx = \int_{-\infty}^{\gamma} \frac{1}{\sqrt{2\pi}\sigma_0} e^{-\frac{(x-\mu_0)^2}{2\sigma_0^2}} dx \quad (5.3)$$
where \( f_0(x) \) and \( f_1(x) \) are probability density functions corresponding to equations (5.1) and (5.2), respectively. From equations (5.1) and (5.2), it is straightforward to obtain \( \mu_0 = (\beta_a - \beta_b)E_b \), \( \sigma_0^2 = 2N_0^2TW + 2N_0(\beta_a + \beta_b)E_b \), \( \mu_1 = -\beta_aE_b \), \( \sigma_1^2 = 2N_0^2TW + 2N_0\beta_aE_b \). Substituting these parameter values into equations (5.3) and (5.4) and then expressing \( P_0 \) and \( P_1 \) in terms of the complementary error function \( Q(\cdot) \), we obtain

\[
P_0 = Q\left(\frac{\mu_0 - \gamma}{\sigma_0}\right) = Q\left(\frac{(\beta_a - \beta_b)E_b - \gamma}{\sqrt{2N_0^2TW + 2N_0(\beta_a + \beta_b)E_b}}\right)
\]

(5.5)

\[
P_1 = Q\left(\frac{\gamma - \mu_1}{\sigma_1}\right) = Q\left(\frac{\gamma + \beta_aE_b}{\sqrt{2N_0^2TW + 2N_0\beta_aE_b}}\right)
\]

(5.6)

The optimal threshold is obtained by setting \( P_0 = P_1 \) \cite{29}, and then we obtain

\[
\frac{(\beta_a - \beta_b)E_b - \gamma}{\sqrt{2N_0^2TW + 2N_0(\beta_a + \beta_b)E_b}} = \frac{\gamma + \beta_aE_b}{\sqrt{2N_0^2TW + 2N_0\beta_aE_b}}
\]

(5.7)

Solving equation (5.7), the optimal threshold is obtained as

\[
\gamma = \frac{(\beta_a - \beta_b)E_b\sqrt{2TW + 2\beta_aE_b/N_0} - \beta_aE_b\sqrt{2TW + 2(\beta_a + \beta_b)E_b/N_0}}{\sqrt{2TW + 2(\beta_a + \beta_b)E_b/N_0} + \sqrt{2TW + 2\beta_aE_b/N_0}}
\]

(5.8)

This optimal threshold depends on the captured energy in intervals \( T_0, T_1 \), and \( E_b/N_0 \). The total BER is \( P_e = 0.5(P_0 + P_1) \) \cite{29}. Since \( P_0 = P_1 \), it is straightforward to obtain \( P_e = P_0 = P_1 \). Substituting equation (5.8) into (5.6), the total BER of PPM systems using optimal threshold is obtained as

\[
P_e = Q\left(\frac{(\beta_a - \beta_b)(E_b/N_0)\sqrt{2TW + 2\beta_a(E_b/N_0) - \beta_a(E_b/N_0)}\sqrt{2TW + 2(\beta_a + \beta_b)(E_b/N_0)}}{\sqrt{2TW + 2\beta_a(E_b/N_0)(\sqrt{2TW + 2(\beta_a + \beta_b)(E_b/N_0)} + \sqrt{2TW + 2\beta_a(E_b/N_0)})}} + \frac{\beta_a(E_b/N_0)}{\sqrt{2TW + 2\beta_a(E_b/N_0)}}\right)
\]

(5.9)
The total BER of PPM systems using $\gamma = 0$ has been derived in Chapter 2

$$P_e = \frac{1}{2} Q\left(\frac{(\beta_a - \beta_b)(E_b/N_0)}{\sqrt{2TW + 2(\beta_a + \beta_b)(E_b/N_0)}}\right) + \frac{1}{2} Q\left(\frac{\beta_a(E_b/N_0)}{\sqrt{2TW + 2\beta_a(E_b/N_0)}}\right) \quad (5.10)$$

When no CMI occurs, $\beta_a = 1$ and $\beta_b = 0$. Substituting the values of $\beta_a$ and $\beta_b$ into equation (5.8), we have $\gamma = 0$. And equations (5.9) and (5.10) will obtain the same BER $P_e = Q\left(\frac{E_b/N_0}{\sqrt{2TW + 2(E_b/N_0)}}\right)$, when $\beta_a = 1$ and $\beta_b = 0$.

### 5.2 Performance Analysis in The Presence of Synchronization Errors

Fig. 13 depicts PPM frame structures when synchronization errors $\varepsilon$ occur. And we follow the frame structure in Chapter 2 as follows: because only the effect of synchronization errors is analysed in this section, so the modulation index is set to $\delta = D = T_0 = T_1$ to avoid CMI. Assuming that coarse synchronization has been achieved, the BER performance of PPM is analyzed in the range $\varepsilon \in [0, D/2]$. To prevent IFI, the frame length is set to $T_f = 2D + T_g$, where the guard interval $T_g$ equals to $D/2$, the maximum synchronization error used in this paper. When bit 0 is transmitted, we have $Z_1 \sim N(N_0TW + \eta E_b, N_0^2TW + 2\eta E_bN_0)$ and $Z_2 \sim N(N_0TW, N_0^2TW)$. The pdf of $Z$ is

$$H_0 : Z \sim N(\eta E_b, 2N_0^2TW + 2\eta E_bN_0) \quad (5.11)$$

where $\eta = E_{T_0}/E_b$, and $E_{T_1} = 0$. When bit 1 is transmitted, we have $Z_1 \sim N(N_0TW + (1-\eta)E_b, N_0^2TW + 2(1-\eta)E_bN_0)$ and $Z_2 \sim N(N_0TW + \eta E_b, N_0^2TW + 2\eta E_bN_0)$. And then we obtain

$$H_1 : Z \sim N((1-2\eta)E_b, 2N_0^2TW + 2E_bN_0) \quad (5.12)$$

where $\eta$ in equation (5.12) has the same value as that in equation (5.11), but in equation (5.12), $\eta = E_{T_1}/E_b$, and $E_{T_0} = (1-\eta)E_b$. Following the method in Section 5.1,
the optimal threshold is obtained as
\[
\gamma = \frac{\eta E_b \sqrt{2TW + 2E_b/N_0} + (1 - 2\eta)E_b \sqrt{2TW + 2\eta E_b/N_0}}{\sqrt{2TW + 2\eta E_b/N_0} + \sqrt{2TW + 2E_b/N_0}}
\] (5.13)

This optimal threshold depends on the captured energy in intervals \(T_0, T_1, \text{ and } E_b/N_0\).

As mentioned in Section 2.3.1, \(P_e = P_0 = P_1\), so we use \(P_e = P_0 = Q\left(\frac{\Delta - \epsilon}{\alpha_0}\right)\) to calculate the BER and obtain
\[
P_e = Q\left(\frac{\eta(E_b/N_0)}{\sqrt{2TW + 2\eta E_b/N_0}}\right) - \frac{\eta(E_b/N_0) \sqrt{2TW + 2(E_b/N_0) + (1 - 2\eta)(E_b/N_0) \sqrt{2TW + 2\eta E_b/N_0}}}{\sqrt{2TW + 2\eta E_b/N_0} + \sqrt{2TW + 2E_b/N_0}}\) (5.14)

The BER equation based on \(\gamma = 0\) is given in Chapter 2
\[
P_e = \frac{1}{2} Q\left(\frac{\eta E_b/N_0}{\sqrt{2TW + 2\eta E_b/N_0}}\right) + \frac{1}{2} Q\left(\frac{(2\eta - 1)E_b/N_0}{\sqrt{2TW + 2E_b/N_0}}\right)
\] (5.15)

When no synchronization errors occur, \(\eta = 1\). If we substitute \(\eta = 1\) into equation (5.13), the threshold will be \(\gamma = 0\). Also equations (5.14) and (5.15) will obtain the same BER value, \(P_e = Q\left(\frac{E_b/N_0}{\sqrt{2TW + 2(E_b/N_0)}}\right),\) when \(\eta = 1\).

### 5.3 Numerical Results and Analysis

In simulation, the bandwidth of the filters is 6 GHz and the second-order derivative of the Gaussian pulse \(s(t) = (1 - 4\pi^2 \alpha^2) e^{-\frac{2\pi t^2}{\alpha^2}}\) is used. The shape factors \(\alpha\) for the pulse is \(0.25 \times 10^{-9}\) and the corresponding pulse durations are 0.6 ns (the detail to chose a pulse width for a specific shape factor can be found in [7]). The CM4 model [32] is used in simulation and the maximum channel spread \(D\) is truncated to 80 ns.

Fig. 46, Fig. 47, and Fig. 48 show the BER performance comparisons of 0 threshold and the optimal threshold PPM systems in multipath channels. In simulation, the frame length is designed using the method mentioned in Section 5.1, so IFI
is avoided in simulation. And synchronization is perfect. The analytical BER curves are obtained directly from equations (5.9) and (5.10), respectively. In these two equations, we need to know the values of parameters $\beta_a$ and $\beta_b$. There is no mathematical formula to calculate the captured energy as a function of the length of the integration interval for IEEE 802.15.4a channel. So we follow the statistic method in Chapter 2 to obtain values for the above parameters. Firstly, we use the MATLAB code in [32] to generate realizations of the channel impulse response $h(t)$. Then we calculate the ratio of energy in a specific time interval to the total energy of a channel realization to obtain the values for these parameters. These values are substituted into (5.9) and (5.10) to achieve the analytical BER. Both the simulated and the analytical BER are obtained by averaging over 100 channel realizations. In Fig. 46, when $\delta = 80$ ns, no CMI occurs and the 0 threshold and the optimal PPM systems achieve the same BER performance. When $\delta = 41$ ns, the optimal threshold PPM achieves better BER performance than the 0 threshold PPM, and the improvement is approximately 0.7
Figure 47: Comparison of BER performance of 0 and optimal threshold PPM systems in multipath channels (CM4 model, $D=80$ ns, $\delta = 40$ and 37 ns) dB at BER=$10^{-3}$. In Fig. 47, when $\delta = 40$ ns, the optimal threshold PPM achieves better BER performance than the 0 threshold PPM and the improvement is approximately 9 dB at BER=$10^{-3}$. When $\delta = 37$ ns, the optimal threshold PPM requires an increase of $E_b/N_0$ approximately 4.5 dB to maintain BER=$10^{-3}$. However, the 0 threshold PPM can not achieve this BER level and the BER performance can not be improved by increasing the transmitted power due to the proportional increase of CMI [33]. This phenomena is called BER floor. In Fig. 48, the $\delta$ values are 35 and 30 ns, respectively. The BER curves of the 0 threshold PPM all exhibit BER floors. Unlike the 0 threshold PPM, however, the optimal threshold PPM still achieves a good BER performance when the signal transmitting power is increased.

Fig. 49, Fig. 50, and Fig. 51 show comparisons of BER performance in the presence of synchronization errors. In simulation, the modulation index $\delta$ is set to the maximum channel spread $D = 80$ ns to avoid CMI. The frame structure is designed by following the method mentioned in Section 5.2, so IFI is avoided in simulation.
Figure 48: Comparison of BER performance of 0 and optimal threshold PPM systems in multipath channels (CM4 model, \( D = 80 \) ns, \( \delta = 35 \) and \( 30 \) ns)

The analytical BER curves are obtained directly from equations (5.14) and (5.15), and the values for parameters \( \eta \) in equations (5.14) and (5.15) are obtained by using the statistic method in Chapter 2. Both the simulated and analytical BERs are obtained by averaging over 100 channel realizations. In Fig. 49, when \( \varepsilon = 0 \) ns, no synchronization error occurs, and the 0 threshold and the optimal threshold PPM achieve the same BER performance. When \( \varepsilon = 2 \) ns, the optimal threshold PPM achieves better BER performance than the 0 threshold PPM. The improvement at BER= 10\(^{-3}\) is approximately 0.4 dB. In Fig. 50, when \( \varepsilon = 3 \) ns, the optimal threshold PPM achieves approximately 2 dB improvement at BER=10\(^{-3}\). When \( \varepsilon = 4 \) ns, the optimal threshold PPM achieves approximately 7 dB improvement at BER=10\(^{-3}\). In Fig. 51, the values of \( \varepsilon \) are 5 and 7 ns, respectively. The BER curves of the 0 threshold PPM are extremely bad and exhibit BER floors because of severe synchronization errors, but the optimal threshold PPM still achieves a good BER performance when transmitting power is increased.
The reason that the optimal threshold PPM systems achieve better BER performance in the presence of CMI and synchronization can be explained as follows. The orthogonality of PPM systems is achieved in time domain. When CMI and synchronization errors occur, this orthogonality is easy to be destroyed. After loss of the orthogonality, the signal energy counteraction occurs between $T_0$ and $T_1$, and then this will lead to a great reduction of euclidean distance. Consequently, the system performance is degraded severely. This can be verified by observing the mean values of equations (5.1) and (5.12). Also CMI and synchronization errors can cause the unsymmetrical pdfs between bit 0 and 1. When we observe the mean values and variance of equations (5.1) and (5.2), we will find that their mean values are not symmetrical to 0 point and their variance are different. Similarly, equations (5.11) and (5.12) also exhibit the same phenomena. Fig. 52 show the pdf curves of bit 0 and 1 in the absence and presence CMI. When there is no CMI, the pdf curves of bit 0 and 1 are symmetrical to 0 point. However, when CMI occurs, this symmetry is
Figure 50: Comparison of BER performance of 0 and optimal threshold PPM systems in the presence of synchronization errors (CM4 model, $D=80$ ns, $\varepsilon=3$ and 4 ns).

In the presence of CMI, if we still chose 0 as the decision threshold, it will deviate from the optimal threshold and cause a large number of decision errors. In the optimal threshold system, the receiver always use the optimal threshold to determine the transmitted signal. And this will achieve better BER performance. Similarly, when synchronization errors occur, the optimal threshold system exhibit better BER performance than the 0 threshold system because of the use of optimal threshold.

In the following, we will use the analytical BER to compare the BER performances of GFSK and PWM with the optimal threshold PPM, respectively.

In Fig. 53, Fig. 54, and Fig. 55, the BER performance of GFSK and the optimal threshold PPM systems are compared in multipath channel. we will use the same parameters as Chapter 3 to compare these two systems. In Fig. 53, the values of $\delta$ are 80 ns and 50 ns, respectively. When $\delta=80$ ns, GFSK and the optimal threshold PPM achieves the same BER performance. When $\delta=50$ ns, GFSK achieves approxi-
mately 0.1 dB improvement at BER= $10^{-3}$. In Fig. 29 of Chapter 3, GFSK achieves approximately 0.2 dB improvement over 0 threshold PPM. It seems that the optimal threshold can improve BER performance in the presence of CMI. In Fig. 54, when $\delta = 40$ ns and 30 ns, GFSK achieves approximately 1.5 dB and 9.8 dB improvement over the optimal threshold PPM at BER= $10^{-3}$, respectively. However, in Fig. 30 of Chapter 3, when $\delta = 40$ ns, GFSK achieves 7.5 dB improvement over the 0 threshold PPM at BER= $10^{-3}$. And when $\delta = 30$ ns, the BER curve in Fig. 30 exhibit a BER floor. We can see that the performance improvement of the optimal threshold PPM system is great when CMI increases. In Fig. 55, $\delta = 20$ ns and 14 ns, the optimal threshold PPM system still exhibit BER floors.

Fig. 56 and Fig. 57 show the comparison of BER performance of GFSK and the optimal threshold PPM in the presence of synchronization error. In Fig. 56, when $\varepsilon = 0$ ns, GFSK and the optimal threshold PPM achieve the same BER performance. When $\varepsilon = 2$ ns, GFSK achieves approximately 0.6 dB improvement at BER= $10^{-3}$. 

Figure 51: Comparison of BER performance of 0 and optimal threshold PPM systems in the presence of synchronization errors (CM4 model, $D=80$ ns, $\varepsilon = 5$ and 7 ns)
In Fig. 32 of Chapter 3, GFSK achieves approximately 1 dB improvement over 0 threshold PPM at BER= $10^{-3}$. In Fig. 57, $\varepsilon$ = 3, 10, and 15 ns, respectively. When $\delta$ = 3 ns, GFSK achieves approximately 1.2 dB improvement at BER= $10^{-3}$. However, in Fig. 33 of Chapter 3, GFSK achieves approximately 3.2 dB improvement. When $\varepsilon$ = , the optimal threshold PPM still exhibit BER floors.

Fig. 58, Fig. 59, and Fig. 60 show the comparison of BER performance of PWM and the optimal threshold PPM in multipath channels. In Fig. 58, when $\delta$ = 80 ns, the optimal threshold PPM achieves approximately 2 dB improvement at BER= $10^{-3}$. It is the same as the 0 threshold PPM because no CMI occurs when $\delta$ = 80 ns. When $\delta$ = 50 ns, the optimal threshold PPM achieves approximately 2 dB improvement at BER= $10^{-3}$. In Fig. 59, when $\delta$ = 40 ns, the optimal threshold PPM still achieves approximately 0.5 dB improvement at BER= $10^{-3}$. But in Fig. 18 of Chapter 2, PWM has achieved 5.8 dB improvement over the 0 threshold PPM at BER= $10^{-3}$. In Fig. 59, when $\delta$ = 30 ns, PWM achieves approximately 8.1 dB improvement at
BER$= 10^{-3}$. However, in Fig. 18 of Chapter 2, the 0 threshold PPM has exhibit a BER floor. In Fig. 60, the optimal threshold PPM still exhibit BER floors.

Fig. 61 and Fig. 62 show the comparison of BER performance of PWM and the optimal threshold PPM in the presence of synchronization errors. In Fig. 61, when $\varepsilon =0$ ns, no synchronization errors occur and the optimal threshold PPM achieves 2 dB improvement at BER$= 10^{-3}$. When $\varepsilon =3$ ns, the optimal threshold PPM achieves 0.9 dB improvement at BER$= 10^{-3}$. In Fig. 20 of Chapter 2, PWM has achieved better BER performance than the 0 threshold PPM when $\varepsilon =3$ ns. The improvement is approximately 1.6 dB at BER$= 10^{-3}$. In Fig. 62, when $\varepsilon =4$ ns, PWM and the optimal threshold PPM need the same value of $E_b/N_0$ to achieve BER$= 10^{-3}$. When $\varepsilon =10$ ns, PWM still achieves a good BER performance, however, the optimal threshold PPM can not arrive to this BER level.
5.4 Summary

In this chapter, the optimal threshold is used to replace the 0 threshold conventional ED PPM UWB systems. The BER performance of PPM system with the optimal threshold is analyzed and compared to the 0 threshold PPM systems. In the presence of CMI or synchronization errors, the 0 threshold is no longer the optimal threshold and leads to the degradation of system BER performance in ED PPM systems. The application of optimal threshold can improve the system performance because the optimal threshold always achieves the optimal decision threshold. Especially, when severe CMI or synchronization errors occur, the system achieves great performance improvement. Also we compare the BER performance of the optimal threshold PPM to PWM and GFSK in multipath channels and in the presence of synchronization errors. The research results show that the performance improvements of PWM and GFSK over PPM are reduced when an optimal threshold is applied to
PPM. Although the BER performance of PPM is improved after the application of an optimal threshold, the system performance is still worse than PWM and GFSK because this optimal threshold can not entirely remove the effect of energy counteraction between interval $T_0$ and $T_1$, which leads to a greater reduction of euclidian distance. However, the optimal threshold has brought great performance improvement, and it is still very significant.
Figure 56: Comparison of BER performance of GFSK and optimal threshold PPM systems in multipath channels (CM4 model, $D=80$ ns, $\varepsilon = 0$ and 2 ns)

Figure 57: Comparison of BER performance of GFSK and optimal threshold PPM systems in multipath channels (CM4 model, $D=80$ ns, $\varepsilon = 3$, 10, and 15 ns)
Figure 58: Comparison of BER performance of PWM and optimal threshold PPM systems in multipath channels (CM4 model, D=80 ns, δ=80 and 50 ns)

Figure 59: Comparison of BER performance of PWM and optimal threshold PPM systems in multipath channels (CM4 model, D=80 ns, δ=40 and 30 ns)
Figure 60: Comparison of BER performance of PWM and optimal threshold PPM systems in multipath channels (CM4 model, $D=80$ ns, $\delta =20$ and 14 ns)

Figure 61: Comparison of BER performance of PWM and optimal threshold PPM systems in multipath channels (CM4 model, $D=80$ ns, $\varepsilon =0$ and 3 ns)
Figure 62: Comparison of BER performance of PWM and optimal threshold PPM systems in multipath channels (CM4 model, \( D=80 \) ns, \( \varepsilon =4 \) and 10 ns)
CHAPTER VI

PWM AND GFSK SYSTEM VERSUS UWB POWER MASK

In Chapter 2 and 3, the PWM and GFSK are analyzed and researched without considering the emission power limit. Because UWB systems occupy super wide frequency ranges, the FCC has set a strict emission mask to avoid the possible interference of UWB to other systems. Table I is the emission mask at different frequencies set by the FCC [1]. Usually, UWB system use -10dB bandwidth, so we at least guarantee the -10 dB bandwidth point of signal spectra falls under the emission mask. That is the -10 dB bandwidth point is in the range of 3.1-10.6 GHz [1]. Because the signal spectra of PWM occupy different width and that of GFSK locate at different center frequency, it is necessary that we analyze whether the signal spectra of these two systems matches the requirement of the FCC mask. If it is not a good match, we must find some method to remedy our systems.
Table I: UWB Emission Mask Set by Federal Communication Commission (FCC)

<table>
<thead>
<tr>
<th>Frequency in MHz</th>
<th>Emission Mask in dBm</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-960</td>
<td>-41.3</td>
</tr>
<tr>
<td>960-1610</td>
<td>-75.3</td>
</tr>
<tr>
<td>1610-1990</td>
<td>-53.3</td>
</tr>
<tr>
<td>1990-3100</td>
<td>-51.3</td>
</tr>
<tr>
<td>3100-10600</td>
<td>-41.3</td>
</tr>
<tr>
<td>Above 10600</td>
<td>-51.3</td>
</tr>
</tbody>
</table>

6.1 Signal Spectra of PWM Systems Versus FCC Emission Mask

In Chapter 2, when we analyze the performance of PWM systems, the 2nd-order derivative of the Gaussian pulse is used, Fig. 63, Fig. 64 and Fig. 65 show the spectra of PWM signals with different $\alpha$ values versus FCC emission mask. In Fig. 63, the shape factor $\alpha = 0.25 \times 10^{-9}$ and $0.5 \times 10^{-9}$ are used for pulses to transmit bits 0 and 1, respectively. We can see from Fig. 63 that both spectral curves do not match the requirement of FCC emission mask. Even the center frequency of the pulse with a shape factor $\alpha = 0.5 \times 10^{-9}$ is not in the range of 3.10-10.6 GHz. From equation (2.9) and (2.8), we can establish that when the value of $\alpha$ is decreased, the center frequency of the signal spectra will move to higher frequency and the bandwidth is also increased, so we will try smaller $\alpha$ values to move the center frequency of signal spectra into the range of 3.1-10.6 GHz. In Fig. 64, the values of the shape factor are $\alpha = 0.25 \times 10^{-9}$ and $0.125 \times 10^{-9}$, respectively. Although the center frequencies of both spectral curves are moved to higher frequencies, the curves of $\alpha = 0.25 \times 10^{-9}$ still do not match the FCC mask. In Fig. 65, the values of $\alpha = 0.1 \times 10^{-9}$ and $\alpha = 0.2 \times 10^{-9}$ are used. The spectral curve of $\alpha = 0.2 \times 10^{-9}$ still does not match the requirement. Moreover, the spectral curve of $\alpha = 0.1 \times 10^{-9}$ surpasses the FCC mask due to the larger bandwidth generated from small $\alpha$ value.
Based on the above analysis, it is apparent that it is difficult to find appropriate $\alpha$ values for PWM systems using the second-order derivative of the Gaussian pulse. To solve the problem of PWM systems, we will pick appropriate $\alpha$ values to obtain an acceptable bandwidth and simultaneously use a higher-order derivative pulse to move signal spectra to match the FCC mask. When we try to use high-order derivative pulses, we found that the bandwidth of the pulse generated from $2\alpha$ is still half of that of the pulse generated from $\alpha$. However, the center frequencies of these two pulses do not maintain the characteristics as the second-order pulse. Consequently, if we still use two filters like that in Chapter 2, the energy of pulse generated from $2\alpha$ will not fall into the passband of Filter 1. So we will use different-order derivatives for pulses generated from shape factors $\alpha$ and $2\alpha$, respectively. Fig. 66, Fig. 67 and Fig. 68 show the spectral curves of pulses with different-order derivatives and $\alpha$ values. In Fig. 66, the spectral curves are those of pulses of 16th-order with $\alpha = 0.5 \times 10^{-9}$ and 8th-order with $\alpha = 0.25 \times 10^{-9}$. In Fig. 67, the spectral curves are those of pulses.

Figure 63: Spectra of PWM signals versus FCC emission mask, 2nd-order derivative of the Gaussian pulse, shape factor $\alpha = 0.25 \times 10^{-9}$ and $0.5 \times 10^{-9}$
Figure 64: Spectra of PWM signals versus FCC emission mask, 2nd-order derivative of the Gaussian pulse, shape factor $\alpha = 0.125 \times 10^{-9}$ and $0.25 \times 10^{-9}$

of 11th-order with $\alpha = 0.4 \times 10^{-9}$ and 5th-order with $\alpha = 0.2 \times 10^{-9}$. In Fig. 68, the spectral curves are those of pulses of 11th-order with $\alpha = 0.35 \times 10^{-9}$ and 5th-order with $\alpha = 0.175 \times 10^{-9}$. These combinations all match the FCC mask and maintain the characteristics of PWM systems. In these three figures, the scale of Y coordinate is logarithmic, and the signal energy below -10 dB point (-51.3 dBm in these three figures) is very low. For convenience, a linear-scale version of Fig. 67 is shown in Fig. 69. Two bandpass filters are shown in in Fig. 69.

To verify whether the previous results in Chapter 2 are still effective after we apply different-order derivatives to our PWM system, we will run the simulation again. In Chapter 2, $p_0(t)$ and $p_1(t)$ are 2nd-order derivative pulses with the same amplitude but different widths, and we have proven that $E_1 = 2E_0$. Now, we are using different-order derivative pulses, and we still set the energy relationship of $p_0(t)$ and $p_1(t)$ to $E_1 = 2E_0$. However, it is not necessary to maintain the same amplitudes because their waveforms are different. The shape factors of $p_0(t)$ and $p_1(t)$ are still $\alpha$
and $2\alpha$. Under these assumptions, the energy and spectral relationship of $p_0(t)$ and $p_1(t)$ are still the same as that in Chapter 2. In Fig. 69, the spectral curves of $p_1(t)$ are generated from the 11th-order derivative pulse with a shape factor $\alpha = 0.4 \times 10^{-9}$, and that of $p_0(t)$ are generated from the 5th-order derivative pulse with a shape factor $\alpha = 0.2 \times 10^{-9}$. The bandwidths of the filters are 3.2 GHz. In the following simulation, we will analyze a PWM system with different-order derivative pulses in AWGN channels, multipath channels and in the presence of synchronization errors. The analytical BER curves are generated from equations (2.34), (2.45) and (2.52), respectively. The equations of the 5th- and 11th-order derivatives of the Gaussian pulse are obtained by performing $\frac{d^5}{dt^5} \left( \frac{\sqrt{2}}{\alpha} e^{-\frac{2\pi t^2}{\alpha^2}} \right)$ and $\frac{d^{11}}{dt^{11}} \left( \frac{\sqrt{2}}{\alpha} e^{-\frac{2\pi t^2}{\alpha^2}} \right)$ using Maple.

\begin{align*}
    s(t)_5 &= \left( -960t + \frac{2560\pi t^2}{\alpha^2} - \frac{1024\pi^2 t^5}{\alpha^4} \right) e^{-\frac{2\pi t^2}{\alpha^2}} \quad \text{(6.1)}
    \\
    s(t)_{11} &= \left( 42577920t - \frac{283852800\pi t^3}{\alpha^2} + \frac{454164480\pi^2 t^5}{\alpha^4} \\
    &\quad - \frac{259522560\pi^3 t^7}{\alpha^6} + \frac{57671680\pi^4 t^9}{\alpha^8} - \frac{4194304\pi^5 t^{11}}{\alpha^{10}} \right) e^{-\frac{2\pi t^2}{\alpha^2}} \quad \text{(6.2)}
\end{align*}
Equation (6.1) and (6.2) have the common term $\frac{\sqrt{2\pi^3}}{\alpha^7}$ and $\frac{\sqrt{2\pi^6}}{\alpha^{13}}$, respectively. They are both constant and do not affect the waveform, so they are removed. In Fig. 70, the waveforms of the 5th- and 11th-order pulses are shown.

In Fig. 71 and Fig. 72, the BER curves of PWM with different-order derivative pulses in AWGN channels are shown. The analytical curves are directly generated from equations (2.34). In Fig. 71, the values of $2TW$ are 7, 30 and 50, respectively. In Fig. 72, the values of $2TW$ are 70, 120 and 170, respectively. When the values of $2TW$ increase, the analytical curves match the simulated curves better. Also, the BER performance is degraded when $2TW$ increases because more noise energy is captured. These results are similar to that in Chapter 2. This proves that the BER equation (2.34) of a PWM system in AWGN channels is still effective after we use different-order derivative pulses. Equation (2.34) does not depend on the waveforms used. When two waveforms satisfy two conditions, equation (2.34) is effective. The first condition is that the bandwidth of the spectrum of bit 0 is half of that of bit 1.
Figure 67: Spectra of PWM signals versus FCC emission mask, 11th-order pulse with $\alpha = 0.4 \times 10^{-9}$ and 5th-order pulse with $\alpha = 0.2 \times 10^{-9}$

and the spectrum of bit 0 falls in the left half range of the spectrum of bit 1. Secondly, the transmitting energy of bit 1 is controlled to be twice of that of bit 0.

In Fig. 73, Fig. 74 and Fig. 75, the BER curves of PWM systems with different-order derivative pulses in multipath channels are shown. The CM4 model of the IEEE 802.15.4a channel model is used in simulation. The maximum channel spread $D$ is truncated to 80 ns. The analytical BER curves are generated from equation (2.45). The values of parameter $\lambda$ in equation (2.45) is obtained by using the same method in Chapter 2. In Fig. 73, the integration time $T_0$ is 80 and 50 ns, respectively. When $T_0 = 80$ ns, the integrator captures almost all of the signal energy. When $T_0 = 50$ ns, the integrator misses some of the signal energy but it captures less noise energy. Therefore the BER performance is improved. In Fig. 74, the integration time $T_0 = 40$ and 30 ns. In Fig. 75, the integration time $T_0 = 25$ and 20 ns. In all of these three figures, all simulated curves match analytical curves very well. This proves that the equation (2.45) is also effective to PWM systems with different-order derivative
pulses. When the two waveforms to transmit bit 0 and 1 satisfy the two conditions we state above, equation (2.45) is always effective no matter which waveforms are used.

In Fig. 76, Fig. 77, Fig. 78 and Fig. 79, the BER curves in the presence of synchronization errors are shown. In simulation, the maximum channel spread $D$ is truncated to 80 ns. The analytical BER curves are generated from equation (2.52), and the same method as that in Chapter 2 is used to obtain parameter values for $\rho$ in equation (2.52). In Fig. 76, the synchronization error values are $\varepsilon=0$ and 2 ns. When $\varepsilon=0$, no synchronization error occurs and the system achieves best BER performance. When $\varepsilon=2$ ns, the system BER performance is degraded. In Fig. 77, the values of $\varepsilon$ are 3 and 5 ns. In Fig. 78, the values of $\varepsilon$ are 10 and 15 ns. In Fig. 79, the values of $\varepsilon$ are 20 and 30 ns. All simulated and analytical BER curves match very
well. This proves that equation (2.52) is effective for PWM systems with different-order derivative pulses. As we state above, when the two waveforms satisfy the two conditions, equation (2.52) is always effective.

6.2 Signal Spectra of GFSK Systems Versus FCC Emission Mask

In Chapter 3, we research and analyze GFSK systems without considering FCC power mask. In this section, we will find appropriate pulse-pairs which satisfy the FCC mask. In Fig. 80, the spectral curves are generated from the 9th-order and 27th-order derivatives of the Gaussian pulse, respectively. The shape factor is $\alpha = 0.34 \times 10^{-9}$. Both of these two spectral curves satisfy the FCC emission mask. It appears in Fig. 80 that the two spectral curves intersect at a very high point. This is
Figure 70: Waveform of the 5th- and 11th-order derivatives of the Gaussian pulse, $\alpha = 0.2 \times 10^{-9}$ for 5th-order and $\alpha = 0.4 \times 10^{-9}$ for 11th-order caused by the logarithmic scale of the y axis. In fact, the intersected point is 10 dB below the maximum (-51.3 dB in Fig. 80). For a clearer observation of the spectral separation, we plot these two curves in Fig. 81 which is based on a linear scale.

In the following, we will run the simulation for GFSK with pulses which satisfy FCC emission mask. The 10th- and 30th-order derivatives pulses in Fig. 83 are used. We can obtain the equations of the 10th- and 30th-order derivatives by using MAPLE to perform $\frac{d^{10}}{dt^{10}} \left( \frac{\sqrt{2}}{\alpha} e^{-2\pi t^{2}/\alpha^{2}} \right)$ and $\frac{d^{30}}{dt^{30}} \left( \frac{\sqrt{2}}{\alpha} e^{-2\pi t^{2}/\alpha^{2}} \right)$, respectively.

\[
s(t)_{10} = (-967680 + \frac{19353600\pi t^{2}}{\alpha^{2}} - \frac{51609600\pi^{2} t^{4}}{\alpha^{4}} + \frac{41287680\pi^{3} t^{6}}{\alpha^{6}} - \frac{11796480\pi^{4} t^{8}}{\alpha^{8}} + \frac{1048576\pi^{5} t^{10}}{\alpha^{10}}) e^{-2\pi t^{2}/\alpha^{2}} \quad (6.3)
\]
Figure 71: BER performance of PWM with different-order derivative pulses in AWGN channels, $2TW = 7$, 30, and 50

\[ s(t)_{30} = (-6646766139202842132480000 + \frac{39880596835217052794880000\pi t^2}{\alpha^2} - \frac{372218903795359159418880000\alpha^2 t^4}{\alpha^4} + \frac{1290358866490578419318784000\alpha^6 t^6}{\alpha^6}) e^{-\frac{2\pi t^2}{\alpha^2}} \]

where equations (6.3) and (6.4) are the 10th- and 30th-order derivatives pulses, respectively. These two equations are the simplified versions of the original ones obtained from MAPLE. The common factors of the terms in parentheses of equations (6.3) and (6.4) are $\frac{\sqrt{2\pi\alpha^5}}{\alpha^8}$ and $\frac{\sqrt{2\pi\alpha^{15}}}{\alpha^{16}}$, respectively. They are constants and do not affect the waveform shapes, so they been removed to simplify equation. The value of $\alpha$ is set to
Figure 72: BER performance of PWM with different-order derivative pulses in AWGN channels, $2TW = 70, 120, \text{ and } 170$

$0.365 \times 10^{-9}$ and the width of the pulses are chosen to be $2.4\alpha = 0.876 \times 10^{-9} = 0.876$ ns. For GFSK, we use the 10th-order derivative to transmit bit 1, and the 30th-order to transmit bit 0. The waveforms of the 10th- and 30th-order derivatives of the Gaussian pulse is in Fig. 85.

Fig. 86 shows the BER curves of GFSK systems in AWGN channels. In simulation, the bandwidth of the filters is 3.52 GHz and the pulse duration is 0.876 ns. Analytical BER curves are obtained directly from equation (3.17). When $2TW$ is increased, there is a better match between the simulated and analytical curves, because the Gaussian approximation is more accurate under large $2TW$ values [29].

Fig. 87 and Fig. 88 show the BER performance comparisons of GFSK and PPM (0 threshold) in multipath channels. The CM4 model [32] is used in simulation. Synchronization is perfect, and the maximum channel spread $D$ is truncated to 80 ns. The frame length is designed using the method mentioned in Chapter 3, so IFI is avoided in simulation. The analytical BER curves of PPM and GFSK are obtained
directly from equation (5.10) and (3.20), respectively. In these two equations, we need to know the values of parameters $\beta_a$, $\beta_b$ and $\lambda$. We use the similar statistic method in Chapter 3 to obtain values for the above parameters. Firstly, we use the MATLAB code in [32] to generate realizations of the channel impulse response $h(t)$. Then, we calculate the ratio of energy in a specific time interval to the total energy of a channel realization to obtain values for these parameters. These values are substituted into equation (5.10) and (3.20) to achieve the analytical BER. Both the simulated and the analytical BER are obtained by averaging over 100 channel realizations. In Fig. 87, when $\delta = 80$ ns, no CMI occurs and GFSK and PPM obtain the same BER. The analytical curves of GFSK and PPM match very well, as do the simulated curves. When $\delta = 50$ ns, GFSK obtains better BER performance than PPM, and the improvement is approximately 0.2 dB at $BER=10^{-3}$. The reason is that when $\delta$ is less than $D$, CMI occurs and PPM performance is degraded. However, we can see from
Figure 74: BER performance of PWM in multipath channels (CM4 model, $D = 80$ ns, $T_0 = 40$ and 30 ns)

Fig. 87 that the performances of GFSK and PPM are improved compared to when $\delta = 80$ ns. The reason is that the multipath components existing in the time interval between 50 ns and 80 ns include low signal energy, so the integrators capture more noise energy than signal energy in this interval. In Fig. 88, when $\delta = 42$ ns, GFSK obtains approximately 1.2 dB improvement at BER=$10^{-3}$. When $\delta = 30$ ns, GFSK requires an increase of $E_b/N_0$ approximately by 0.7 dB to maintain BER=$10^{-3}$, but PPM can not achieve this BER level and exhibit a BER floor. The BER performance of PPM can not be improved by increasing the signal transmitting power.

Fig. 89 and Fig. 90 show comparisons of BER performance when synchronization errors occur. In simulation, the modulation index $\delta$ is set to the maximum channel spread $D = 80$ ns, so no CMI is in simulation. The frame structure is designed by following the method mentioned in Chapter 3, so IFI is avoided in simulation. The analytical BER curves are obtained directly from equations (5.15) and (3.23), and
Figure 75: BER performance of PWM in multipath channels (CM4 model, $D = 80$ ns, $T_0 = 25$ and 20 ns)

the values for parameters $\eta$ and $\rho$ in equations (5.15) and (3.23) are obtained by using the statistic method similar to the one described above. Both the simulated and analytical BERs are obtained by averaging over 100 channel realizations. In Fig. 89, when $\varepsilon = 0$ ns, no synchronization error occurs and GFSK and PPM achieve the same BER performance. When $\varepsilon = 2$ ns, GFSK has a better BER performance than PPM. The improvement at BER = $10^{-3}$ is approximately 1 dB. In Fig. 90, when $\varepsilon = 3$ ns, GFSK obtains approximately 2.5 dB improvement at BER = $10^{-3}$. When $\varepsilon = 10$ ns, the BER of PPM is extremely bad and exhibits a BER floor because of severe synchronization errors, but GFSK still achieves a good BER.
Figure 76: BER performance of PWM in multipath channels (CM4 model, $\delta = D = 80$ ns, $\varepsilon = 0$ and 2 ns)

Figure 77: BER performance of PWM in multipath channels (CM4 model, $\delta = D = 80$ ns, $\varepsilon = 3$ and 5 ns)
Figure 78: BER performance of PWM in multipath channels (CM4 model, $\delta = D = 80$ ns, $\varepsilon = 10$ and 15 ns)

6.3 Maximum Transmission Rate under The Limit of FCC Power Mask

In Chapter 3, we have mentioned the topic about the comparison of the maximum possible transmission rate of GFSK and PPM system under the limit of institute regulations. In this chapter, we will use the FCC emission mask as an example to compare these two systems. Since the usable frequency is constrained by FCC regulations, we can not increase the signal bandwidth to infinity. The maximum possible signal bandwidth of a single pulse in a GFSK system is at most one half of that of a PPM system. But this does not mean that the maximum possible data rate of a GFSK system is one half of that of a PPM system. In UWB channels, the multipath components are resolvable and not overlapped due to the extremely short pulse duration. Each pulse will generate many multipath components and the arriving time of
Figure 79: BER performance of PWM in multipath channels (CM4 model, $\delta = D = 80$ ns, $\varepsilon = 20$ and 30 ns)

each multipath component is not decided by the pulse but the channel environment. Usually, the maximum channel spread $D$ is very long when compared to a single pulse duration. Although the single pulse duration of a GFSK system is twice that of a PPM system, but the values of $D$ are almost the same because the multipath components in these two systems arrive at the same time and the only difference is the duration of the pulses in these two systems. But the difference of the durations of the pulses in these two systems is very small when compared to maximum channel spread. If we choose the value of $D$ from either a GFSK system or a PPM system as a common reference value, the signal energies of these two systems in the time interval $[0, D]$ will be almost the same. The tiny difference is no more than half of the energy of the last multipath component in this range. Usually, this multipath component includes very low signal energy, so the energy difference can be neglected. So we can obtain the same maximum channel spread for GFSK and PPM systems despite
Figure 80: Spectra of GFSK signals versus FCC emission mask, the 9th- and 27th-order derivative pulses with $\alpha = 0.34 \times 10^{-9}$

the pulse duration of the GFSK system being twice that of a PPM system. We also verify our conclusion by using the Matlab code in [32] and these two systems both obtain the same values of $D=80$ ns. However, the frame of a PPM system include two intervals ($T_0$ and $T_1$), so its frame period is twice that of a GFSK system. This leads to the data rate in a PPM system will be half of that of a GFSK system. Also, we can conclude that the spectral efficiency of GFSK is higher than PPM.

Similarly, the maximum possible data rate of PWM is higher than PPM. If we assume the bandwidth of the pulse to transmit bit 0 is the same as the pulse of PPM, it means these two systems will occupy the same frequency range under FCC emission mask limit. The bandwidth of pulse to transmit bit 1 in PWM is half that of the pulse to transmit bit 0 and half that of the pulse used in PPM. As mentioned above, the maximum channel spread $D$ will not be affected by the pulse duration. We also use Matlab code to verify that both PPM and PWM achieve the same value $D = 80$ ns. Also, PWM only has one interval $T_0$ in its frame structure, so it has a
higher data rate and spectral efficiency than PPM.

6.4 Summary

In this chapter, we research the spectral characteristics of PWM and GFSK signals versus the FCC emission mask, and find suitable parameters which can make the spectra match the FCC emission mask for these two systems. To match the FCC emission mask, PWM will use two different-order pulses to transmit signals and the order of each pulse is higher than that in Chapter 2. Also, GFSK uses higher order pulses to move signal center frequency to suitable location to match the FCC emission mask. Although the two systems both use higher order pulses, the order of pulses in PWM is still lower than GFSK. Therefore, the pulse generator of PWM is still simpler than that of GFSK. Also, the maximum possible data rate of PWM, GFSK, and PPM are analyzed when the usable frequency is limited by institute regulation.
such as the FCC emission mask. The analysis shows that PWM and GFSK both achieve higher data rate and spectral efficiency than PPM when the usable frequency range is limited.
Figure 83: GFSK UWB Mask normal scale, 10 and 30 order $\alpha = 0.365$ ns

Figure 84: GFSK UWB Mask normal scale, 11 and 30 order $\alpha = 0.4$ ns
Figure 85: Waveforms of the 10th- and 30th-order derivatives of the Gaussian pulse

Figure 86: BER performance of GFSK for different $2TW$ values in AWGN channels
Figure 87: Comparison of BER performance of GFSK and PPM in multipath channels (CM4 model, $D = 80$ ns, $\delta = 80$ and 50 ns)

Figure 88: Comparison of BER performance of GFSK and PPM in multipath channels (CM4 model, $D = 80$ ns, $\delta = 42$ and 30 ns)
Figure 89: Comparison of BER performance of GFSK and PPM in multipath channels (CM4 model, $D = 80$ ns, $\varepsilon = 0$ and 2 ns)

Figure 90: Comparison of BER performance of GFSK and PPM in multipath channels (CM4 model, $D = 80$ ns, $\varepsilon = 3$ and 10 ns)
CHAPTER VII

MULTIPLE ACCESS SCHEMES FOR PWM AND GFSK SYSTEMS

In communication systems, different users often share the same physical medium to transmit and receive data. It is possible to distinguish different users when the users share the transmission resource under a coordinated manner [7]. How to manage these different users to maximize the efficiency of limited spectrum resource is a very important research topic. The development of wireless communication has experienced from the first generation to the third generation [41–83], and now the forth generation communication protocol has entered the theory research stage [84–106]. Almost every generation of the communication systems is accompanied by a new multiple access scheme. In the first generation communication system, frequency division multiple access (FDMA) was used. To increase the number of users, time division multiple access (TDMA) is induced in the second generation communication systems. In the third generation communication system, code division multiple access (CDMA) was used. We will introduce some popular multiple access schemes in
this chapter. Then we will compare and analyze the characteristics of these multiple access schemes. After the consideration of characteristics of UWB systems, we will pick an optimum multiple access scheme for our UWB and GFSK systems. Although in Chapter 2 and 3, we have presented the equations of transmission including multiple access schemes, we will further analyze why we use time hopping as the multiple access scheme for PWM and GFSK systems.

7.1 FDMA

In a FDMA system, the frequency is divided into multiple sub-bands, and every sub-band occupies different frequency range. These sub-bands are called channels and are allocated for different users. FDMA has some inherent advantage due to the frequency separation among users. For example, the interference among users is very low when the frequency ranges of users are adequately separated and the guard band is wide enough. The front-end filters can entirely distinguish the different users. However, a channel is only allocated for a specific user and other users are not allowed to share the same frequency resource. Even when the channel is idle, the other users still can not use this user’s channel. Therefore, the spectral efficiency is very low. In early stage of communication systems, FDMA has wide range of applications. All countries at that time adopted the FDMA system as their mobile phone standard technology. FDMA was a very hot research topic in the past, and we can see many research related to this technology [107–118]. The allowable number of users was difficult to satisfy the booming market of wireless communications, and only a few people can enjoy this luxury service in those days. When the demand of the market is continuously increased, this access scheme became gradually obsolete due to the limited user number.
7.2 TDMA

TDMA allows users to share the same frequency band by dividing the frame time into fixed length intervals called time slots. The channel in TDMA system is defined according to time slots, so different users will occupy different channels and multiple access is achieved. When a transmitting/receiving pair is allowed to communicate, the system will assign a specific time slot for them to communicate during the whole procedure. In each frame, each transmitting/receiving pair can transmit a signal in their slot, and all users are allowed to transmit once in a frame. Compared to FDMA, TDMA can provide larger capacity of users. In FDMA, a user does not use the allocated channel all the time, so system will have some idle time. However, the channel is allocated to a specific user and other users are not allowed to occupy the channel even when the channel is idle. And this leads to great waste of transmission time. Unlike FDMA, TDMA can adequately exploit transmission time to maximize the number of the users. TDMA is widely used in the second generation mobile communication systems, such as GSM [119–124], PDC (used in Japan) [125–129], and iDEN [130, 131]. Also, TDMA is applied to satellite communication systems [132–136]. The application of TDMA to wireless communication greatly increases the number of users and lowers the expense of each user. The service fee of mobile users is not as expensive as that of the first generation communication systems. When FDMA was used, the limited frequency resource could provide only a few users, so the license fee to occupy the frequency band is very expensive. During that time, mobile telephone service was a luxury consumption for only a few rich people. TDMA changed this situation and initiated the revolution of wireless communication. The service fee to use a frequency band can be shared by a large number of users, so it can be affordable by more and more people. Likewise, since TDMA systems use digital technology, the fast development of semiconductors has lowered
the price of mobile terminals. The market for wireless communication was expanded quickly and the use of mobile telephones has pervaded and is no longer a luxury consumption. This booming market of wireless communication has also brought a good development opportunity to many companies, such as Motorola, Nokia, and Ericsson, and these companies have achieved great progress. The history of wireless communication has entered a new time after TDMA has been successfully applied to commercial applications. The TDMA scheme is continuously developed in technologies, such as general packet radio service (GPRS) and enhanced data rates for GSM evolution (EDGE), which was developed to compete with the new technology CDMA.

7.3 CDMA

In CDMA systems, the multiple access can be achieved by two schemes, direct sequence spread and frequency hopping. In the direct sequence CDMA (DS-CDMA) system, the signals of different users are spread using orthogonal spreading codes. At the receiver, only the user with the correct spreading code can recover the data. Different users can share the same bandwidth and time to transmit signals in DS-CDMA system, so it increases the user capacity and data rate. In frequency hopping CDMA (FH-CDMA) systems, the carrier frequency is periodically changed over some predetermined bandwidth. The center frequency of carrier hops to \( N \) non-overlapping frequency band, so the total spectrum is increased to \( N \) times of a single band. The hopping position is controlled by pseudo-random codes. In military applications, FH-CDMA is very immune to interception and jamming because the acquisition of center frequency of carrier is difficult to obtain. DS-CDMA is more popular in commercial applications. For example, IS-95 is the commercial standard of the 2.5G communication system, and this standard uses DS-CDMA as multiple access tech-
nology [137–146]. As one of the candidates of 3G mobile communications, wideband CDMA (WCDMA) is evolved from IS-95, the only difference is a higher chip rate of spreading codes, and it generates a larger bandwidth of 5 MHz. WCDMA is very popular in 3G systems and its multiple access scheme is also DS-CDMA [147–156]. High speed packet access (HSPA) is evolved from WCDMA to provide packet data uplink and downlink services [157–168], and it also maintain the multiple access method DS-CDMA. In commercial communication field, CDMA technology has dominated the market for more than ten years. The first commercial standard of CDMA was proposed by Qualcomm, and this technology become popular due to its inherent characteristics. Also, Qualccomm obtained great profit from sale of its CDMA products and technology, and it became a big company in communication field. The application of CDMA technology will continue to dominate the market before a new technology appears. Although in 3G and 4G mobile communication systems, the data rate is higher and higher by using high order modulation like 64 quadrature amplitude modulation (QAM), the multiple access scheme is always CDMA.

7.4 Multiple Access Scheme Discussion of GFSK and PWM Systems

In Chapters 2 and 3, we have proposed time hopping (TH) multiple access scheme for these two systems. In this chapter, we will further analyze the reason why we choose this multiple access scheme rather than other schemes. TH is a commonly used multiple access scheme in PPM [169–180] and PAM [181–192] UWB systems. Due to the ultra-fast transmission speed of UWB signal, usually the transmission of data is finished in a very short time. Therefore, there exists a great length of idle time during the transmission. We will analyze different multiple access schemes under the
characteristics of UWB transmission.

If we use FDMA as multiple access scheme for PWM and GFSK systems, what is the accommodated number of users? The minimum bandwidth of an UWB pulse is 500 MHz and this will lead to the system bandwidth of GFSK and PWM to be 1 GHz. The available bandwidth is 7.5 GHz (3.1-10.6 GHz) under the FCC emission mask, so the maximum number of users is no more than seven. It does not make sense to use FDMA for GFSK and PWM systems.

Assuming CDMA is used as multiple access schemes for PWM and GFSK systems, what is the accommodated user number? Since there are two approaches to realize CDMA, we will discuss them respectively. The first scheme we discuss is DS-CDMA which is based on using spreading sequence. In DS-CDMA systems, the chip rate of spreading code is higher than the data rate, so the data is transmitted by signal with larger bandwidth. We will analyze the application result of DS-CDMA to PWM and GFSK under high and low speed conditions. Under high speed requirement, the signal bandwidth will occupy almost the whole range of 3.1-10.6 GHz. It seems that DS-CDMA is not suitable as multiple access scheme. If the DS-CDMA is used, the signal bandwidth is enlarged. However, the usable spectral range is limited by the FCC emission mask, so it is impossible to spread signal spectrum beyond the range of 3.1-10.6 GHz. Under a low speed requirement, we can use signal with narrow bandwidth. However, the minimum bandwidth requirement is 500 MHz of a single pulse and the total bandwidth is 1 GHz in both PWM and GFSK systems. Even we can use spreading code to spread the signal, the length of spreading code is no more than seven. And we need to construct an orthogonal spreading code under this length, the number is also very limited. For example, the most popular spreading sequence, gold sequence, can provide only two orthogonal codes under the length of seven. In FH-CDMA systems, the center frequency of signal spectrum hops to a
different frequency location. We will analyze this multiple access scheme as follows. Also we analyze it under the assumption of high speed and low speed conditions. It is apparent that it is impossible to use FH-CDMA multiple access scheme to PWM and GFSK systems under a high speed requirement, because the signal bandwidth will almost occupy the entire range of 3.1-10.6 GHz. If the center frequency of signal spectrum is hopped to other location, it will be out of the frequency range limited by the FCC emission mask. When low data rate transmission is considered, there are only seven positions to hop if we assume that the signal spectrum of single pulse is 500 MHz. The accommodated number of users is also very limited. If the bandwidth of single pulse is greater than 500 MHz, the number of positions to choose is much less than seven. It does not make sense to use a multiple access scheme which only can provide such limited number of users.

We will analyze TH multiple access in the following. Due to the high speed narrow pulse transmission characteristics of UWB signal, it is more efficient to separate the frame period into multiple chip intervals for different users. The suitable schemes can be TDMA or TH multiple access. However, all UWB systems use the TH multiple access scheme. We will compare these two schemes in the following. In both of these two schemes, the frame period is broken into multiple short chip intervals, the only difference is how to assign the chip intervals to users. In the TDMA scheme, the transmission between a pair of sender and receiver uses a fixed interval during the whole transmission period. In TH scheme, the user does not transmit data in a fixed chip interval, and system will assign a chip interval by pseudo-random sequence in every frame transmission. So the chip intervals assigned to a user can be different in different frame periods. At the receiver, a different user uses the same pseudo-random sequence as the transmitter side to recover data in specific chip interval.

Why do UWB systems all use TH other than TDMA? The major benefit of using TH
are described as follows. Firstly, the TH scheme can remove the discrete spectrum line of the UWB signal [7]. In UWB systems, data is transmitted by pulses. If the pulse is transmitted periodically, discrete spectrum lines appear at the multiples of the average pulse repetition frequency. These discrete spectrum lines are harmful to systems, especially at the receiver side, it will affect the system performance and lead to decision error. The use of the TH multiple access scheme change the pulse repetition period of every user, so the discrete spectrum line is removed. Secondly, the use of the TH scheme also increase the security and protects user data from interception. When a vicious intrusion occurs, the intruder will have difficulty recovering the data of a specific user. Since the pulse repetition period is changed, the intruders can not know which pulse carries the user data they want. This increase the complexity of capturing the user data may force the intruder to give up their attempt. There, the TH scheme will greatly reduce the risk of interception and increase the security of data transmission. The TH scheme has much similarity to TDMA as the only difference is the assignment method of time slots. TDMA always assigns a fixed time slot for a user, so it will not have the ability to remove the discrete spectrum line and protect data from intrusion. This is the reason why TH is commonly used in UWB systems as the multiple access scheme. We also will use TH as multiple access scheme for our PWM and GFSK systems.

7.5 Summary

In this chapter, we analyze and compare the characteristics of different multiple access schemes and pick optimum multiple schemes for our PWM and GFSK systems. For these systems, the choice of multiple access schemes is similar to other UWB systems such as PPM and PAM systems. FDMA can not provide enough number of users, so it is obsolete in communication systems. Also, it is not suitable to our PWM
and GFSK UWB systems due to the very limited number of users that FDMA can provide. After an analysis of DS-CDMA and FH-CDMA multiple access schemes, we found that both of these schemes are not suitable for PWM and GFSK systems due to the frequency range limited by the FCC emission mask and the limited number of users of these two schemes under the limit of the FCC emission mask. Finally, we decide to pick TH as multiple access of PWM and GFSK systems. The reason to pick TH other than TDMA is that TH not only can accommodate a large number of users, but also can remove the discrete spectrum line and increase the ability to protect user data from intrusion.

The choice of TH as multiple access of PWM and GFSK system is similar to that of other UWB systems. This is absolutely not a coincidence and is determined by the characteristics of UWB systems: High speed transmission rate, wide bandwidth of pulse, the frequency range limited by FCC emission mask, and the appearance of discrete spectral line when using a fixed pulse repetition period to transmit signals. Since our PWM and GFSK systems all have these characteristics above, it will lead to the same choice of multiple access scheme as that of PAM and PPM systems. TH has become the most common multiple access scheme in UWB systems.
CHAPTER VIII

CONCLUSIONS AND FUTURE RESEARCH

8.1 Conclusions

In this dissertation, two new ED UWB systems, PWM and GFSK, are proposed. GFSK systems achieve the same BER performance as PPM systems in AWGN channels and the BER performance of PWM system are slightly worse than PPM systems in AWGN channels. When in the presence of CMI or synchronization errors, the BER performance of these two new systems both surpass that of PPM systems. When GFSK is compared to PWM, it exhibits better BER performance in AWGN channels, multipath channels, and in the presence of synchronization errors. However, PWM systems uses lower order Gaussian pulse generator than GFSK systems, so the pulse generator in PWM is easier to implement than that of GSFK. An adaptive threshold is applied to PPM system to mitigate the effect of CMI and synchronization error. The adaptive threshold always can find the optimum threshold which can
improve the BER performance in the presence of CMI and synchronization error. Especially, when severe CMI or synchronization errors occur, the improvement is very significant. Although the optimal threshold ED PPM system can achieve BER performance improvement, the BER performance of GFSK is always better than optimal threshold PPM. After the application of optimal threshold, PWM system still can achieve better BER performance than PPM systems, the only difference is that the BER of PWM will surpass that of optimal threshold PPM at greater CMI and synchronization errors values. Because of the spectral characteristic of PWM and GFSK signals, we also research and find appropriate parameters for these two systems to satisfy the emission mask set by FCC. The multiple access schemes is also discussed in this dissertation. After a detailed analysis of different multiple access schemes, we decide to use time hopping, which is the commonly used multiple access scheme in UWB field, as multiple access scheme for these two systems. The time hopping scheme can maximum the efficiency of these two systems.

8.2 Future Research

In this section, several important research topics are presented for future work.

8.2.1 Multiple Access Interference and Multiuser Capacity

The performance analysis of the two new energy detection UWB systems are both based on single user communication case and the effect of multiple access interference (MAI) has not been analyzed until now. To analyze the effect of MAI on system performance, the first step is to construct mathematical model of MAI in these two systems. The model of MAI for PPM and PAM have been modelled as Gaussian noise [193–196]. In PAM and PPM systems, the waveforms are all generated from the same pulses, and the modulation is achieved by changing the position or polarity of
the pulses. However, PWM systems use pulses with different widths and GFSK systems use different-order derivatives of the Gaussian pulse, so we can not simply take the MAI in these two systems as Gaussian noise. The work to establish the model of MAI in these two systems is interesting. After the MAI model is constructed, we must analyze the multi-user capacity of these two systems. In UWB signal transmission, every pulse will generate repeated multipath components in multipath channels. These multipath components will delay a very long time. If the period of chip interval is designed to too short, the MAI will occur among different users. However, if the chip interval is designed too long, the accommodated user number is small in a frame period. So there is a trade-off between the MAI and user numbers. We must research the user capacity under the consideration of the MAI and maintain acceptable BER simultaneously. In the analysis, we need to consider some parameters which are very important to our research. Firstly, the mean value of MAI with respect to the the chip interval must be considered. When the transmitting power of the signal is constant, the length of chip interval will have effect on the mean value of the MAI. Secondly, when the length of chip interval is fixed, we need to find the relationship of the mean value of MAI and the signal power. When we increase or reduce the transmitting power, it does not mean that the mean value of MAI also will change proportionally. Thirdly, the variance of MAI is also a very important parameter we need to know. We also will analyze the variance under two conditions: when the length of the chip interval is changed or when the length of chip interval is fixed but signal power is changed. The variance of MAI is also a very important parameter which can have great effect on system performance. If we just know the mean value, it still is not enough. For example, some MAI have very small average value, but its variance is very large and it can lead to a very large MAI noise power. Finally, some possible parameters are required by MAI noise model. If the MAI model is
like Gaussian noise, the average value and variance are enough to characterize MAI. However, if the model is not like Gaussian noise, some specific parameters maybe needed in that model. Besides these parameters we need to consider in our research, we also will compare the multi-user capacity under the requirements of different BER performances. The user number is usually fewer when the high requirement of BER is set. However, before we really carry out entire analysis, we can not draw a decision based on some common experience or knowledge.

8.2.2 Develop The Hardware Pulse Generator for High-order Derivative of The Gaussian Pulse

In GFSK systems, the modulation is achieved by transmitting different-order derivatives of the Gaussian pulse. So this system needs Gaussian pulse generators for different-order derivatives. Some pioneering works have been done to develop hardware implementation for pulse generators for some high-order derivatives. For example, in [38], a 7th-order pulse generator is proposed, and the generator in [39] is capable of producing a 13th-order pulse. In [40], the center frequency of the generated pulse is 34 GHz. However, the complete implementation for different-order derivatives is still under development. We need to develop a series of pulse generators to provide these pulses for systems. The pulse generator can be designed using different methods. In [39], the authors use two step recovery diode (SRD) components and microchip line and parallel stub to design their pulse generator. In [40], the authors design the pulse generator for optical fibre communications. The generator is designed using microwave-photonic tapped delay line filter. In [38], the analog 7th-order pulse is achieved from the 2nd-order derivatives of the fifth-order derivatives. Although we can keep using analog derivative circuit to generate higher pulse generator, it will make circuit very complicated and the consumption of power is not suitable for some UWB
devices which need low power. In modern digital circuit, many companies use ASIC or FPGA to implement their system. Usually a pulse shaping filter is built on FPGA or ASIC chips. The output from the chip is digital pulses and a D/A converter is used to convert the digital pulse to analog pulse which is suitable to transmitted in the air. This technology can easily achieve different pulse generator by using some hardware description language like VHDL or Verilog. This technology almost can generate digital pulse generators with any frequency responses. The mature design technology on chip design have lowered the expense to very cheap price. The only challenge is the D/A converter must work at very high frequency and this will increase the price of D/A converter. With the development of electronics industry, the performance of D/A converter is better than before, and the price is cheaper. We expect that the price of the high frequency D/A converter can be reduced to an acceptable price. Until now, there is still not a simple and general method to design different-order derivative pulses with a cheap cost. So it is valuable to carry out research on this topic. In the future, we will work to find a cheap and simple method to achieve pulse generation for different-order derivatives of the Gaussian pulse.

8.2.3 The Captured Energy with Respect to Integration Time for IEEE 802.15.4a Channel

In this dissertation, the theoretical BER in multipath channels and in the presence of synchronization errors is obtained by numerically calculating some parameters. Until now, there is still not a mathematical equation to calculate the captured signal energy with respect to integration time. In IEEE 802.15.4a model, the amplitude of multipath components obeys Nakagami distribution. The arrival of multipath components is grouped into clusters. The arriving time of clusters obeys Poison distribution. And in each cluster, the relative arriving time of each multipath component to the
first component all obeys Poison distribution with different parameters. What is the capture energy when the integration time is different? There is still no solution to this question. Some researchers use statistical and curves fitting method to derive the equation. Although these researchers acclaim that their result is accurate, it has not been accepted as an effective equation in calculation. Since these results are not based on strict mathematical derivations, it deserves to carry out research on this topic. Although this topic is very challenging, but it is very valuable. In the future, we will keep an eye on this topic.

### 8.2.4 MB-UWB

In the MB-UWB system, the modulation is achieved by using OFDM. In OFDM system, the sub-carriers are overlapped each other, and the separation of center frequency of these sub-carrier is \( \frac{1}{T} \), where \( T \) is the symbol period. In MB-UWB systems, the bandwidth of each sub-carrier is at least 500 MHz to comply with FCC rule.

The overlapped spectrum of sub-carrier increase the spectral efficiency, so OFDM is very promising for high speed transmission systems. Also OFDM can avoid nonintentional interference in certain bands without using notch filter. And OFDM is already mature technology now and it has been widely applied to IEEE 802.11.a, IEEE 802.11.g, IEEE 802.11.n, ADSL, CDSL, and DVB-C2. The successful application of OFDM has brought great commercial profit and the market is booming in recent several years. Since the current OFDM systems already can provide a very wide bandwidth, it has been proposed as an alternative technology for UWB. Some researchers also combine OFDM with MIMO to generate a new technology called MIMO-OFDM. MIMO-OFDM has the advantage of OFDM and simultaneously it has the advantage of MIMO to achieve space diversity gain and improve system per-
formance. Due to the advantage of MIMO-OFDM, it was proposed for UWB system and it is called MIMO-OFDM UWB.

MB-OFDM is entirely different to the IR-UWB which use short pulse to transmit signal. Currently, the technology of IR-UWB is still not mature. However, OFDM is already mature technology. Although the concept of UWB originated from impulse radio, it is possible MB-UWB enter market earlier due to the successful application of OFDM technology to other fields. So it deserves us to keep an eye on MB-UWB systems.
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