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1. Introduction

Instrumented indentation is widely used to probe the elastic and plastic material properties of engineering materials (Cheng and Cheng, 2004; Oliver and Pharr, 1992; Johnson, 1987; Yan et al., 2007a,b). During the experiment (Fig. 1a), a rigid indenter is pushed into and then removed from the surface of a homogeneous solid, while the indentation force, \( P \), and depth of penetration, \( h \), are continuously recorded during loading and unloading. The resulting force–displacement relationship (Fig. 1b) is implicitly related to the material properties and the geometry of the solid and the indenter. The objective of an indentation analysis is to correlate the force–displacement response to the material properties of the solid, such that the elastoplastic properties can be determined from an indentation experiment. However, various authors (Cheng and Cheng, 1999; Capehart and Cheng, 2003; Tho et al., 2004; Alkorta et al., 2005) have shown that several materials can result in indistinguishable force–displacement relationships. Thus, a one-to-one relationship between material properties and experimentally obtained data is not guaranteed. In addition, it is important to investigate the sensitivity for experimental errors of the technique: will a small experimental error result in a reliable solution? In the present work, a systematic investigation of these two issues is conducted for conical indentation on an infinite half-space. A review of the essential concepts involved in indentation analysis is presented below to serve as foundation for the present work.

1.1. Shape functions

We consider a homogeneous, isotropic material with linear-elastic response, followed by power-law strain hardening plasticity. The power-law for strain-hardening (Fig. 2) provides a very good description of the behavior of many metals or metallic alloys (Dieter, 1976; Lubliner, 1990). According to this, the uniaxial stress–strain relationship of a material can be expressed as:

\[
\sigma = \begin{cases} 
E \varepsilon & \text{for } \varepsilon \leq \varepsilon_y \\
K \varepsilon^n & \text{for } \varepsilon > \varepsilon_y
\end{cases}
\]

(1)

Here, \( \sigma \) and \( \varepsilon \) correspond to the stress and the strain, respectively and \( E, \varepsilon_y \) and \( n \) denote the elastic modulus, the yield strength and the strain hardening exponent of the material, respectively. \( K \) is a strength coefficient which can be written as \( K = E^n \varepsilon_y^{1-n} \). Poisson's ratio is assumed constant since it is a minor factor in indentation (Cheng and Cheng, 2004). Thus, changing this will not result
in considerable deviation in monitored indentation parameters. In all, the material parameter set to be determined in the indentation analysis is $(E, Y, n)$.

The concept of representative stress, $\sigma_r$, and representative strain, $\epsilon_r$, have been used to simplify the functional equations arising from indentation analyses (Yan et al., 2007a, 2007b; Dao et al., 2003; Cao and Lu, 2004a,b; Ogasawara et al., 2009; Cao et al., 2005; Cao and Huber, 2006). In such indentation analyses, $\epsilon_r$ is identified and the set $(E, \sigma_r, n)$ is determined from the indentation analysis. In turn, $Y$ is determined using the obtained $\epsilon_r$, $E$, $\sigma_r$ and $n$. Thus, the two sets of unknown parameters, $(E, Y, n)$ and $(E, \sigma_r, n)$, are fundamentally equivalent and the use of representative stress and strain does not reduce the number of unknowns. Since one can use either $(E, Y, n)$ or $(E, \sigma_r, n)$ as the unknown parameter set, we will here use the set $(E, Y, n)$.

The most widely used indenter geometry, conical indenter, will be considered (Fig. 1a) in this work. A conical indenter can be characterized by the half-angle, $\alpha$. The Berkovich indenter can be represented with a conical indenter of $\alpha = 70.3^\circ$ (Cheng and Cheng, 2004; Lichinchi et al., 1998).

The force–displacement response (Fig. 1b) obtained from a displacement controlled (maximum indentation depth, $h_m$) indentation experiment can be characterized by various “shape functions” such as the total energy during loading (e.g. the area under the loading curve), $W$, maximum force, $P_m$, unloading slope, $S_u$, elastic energy (e.g. the area under the unloading curve), $W_e$, and residual or final depth, $h_f$ (Yan et al., 2007a, 2007b; Dao et al., 2003; Ogasawara et al., 2009; Cao et al., 2005). The force–displacement relationship depends on the material properties, such as $E$, $Y$ and $n$, and geometrical parameters, such as $h_m$ and $\alpha$. The shape functions, $\Pi_i$, can be written as:

$$\Pi_i = F_i(E, Y, n, \alpha, h_m); \quad i = 4 - 5$$  \hspace{1cm} (2)

where $\Pi_1 = -W$, $\Pi_2 = P_m$, $\Pi_3 = S_u$, $\Pi_4 = W_e$ and $\Pi_5 = -h_f$. Using the above relations, various combinations of the shape functions can also be expressed in terms of the material and geometric parameters, for example,

$$W/Y = F_6(E, Y, n, \alpha, h_m);$$

$$P_m/Y = F_7(E, Y, n, \alpha, h_m);$$

$$S_u/Y = F_8(E, Y, n, \alpha, h_m);$$

$$h_f/Y = F_9(E, Y, n, \alpha, h_m)$$  \hspace{1cm} (3)

Applying dimensional analysis and Buckingham’s $\Pi$ theorem (Buckingham, 1914) to Eq. (2), the relations can be simplified as follows:

$$\Psi_1 = \tilde{F}_1\left(\frac{E}{Y}, n, \alpha\right); \quad i = 4 - 5$$  \hspace{1cm} (4)

where $\Psi_1 = \frac{W}{Yh_m}$, $\Psi_2 = \frac{P_m}{Yh_m}$, $\Psi_3 = \frac{S_u}{Yh_m}$, $\Psi_4 = \frac{W_e}{Yh_m}$, $\Psi_5 = \frac{h_f}{Yh_m}$ and the over-head bar indicates normalized form.

In an indentation experiment, the geometrical parameters are known. Thus, for fixed geometric parameters ($\alpha$ and $h_m$), Eqs. (2) and (4) can be written as

$$\Pi_i = G_i(E, Y, n)$$

$$\Psi_i = \tilde{G}_i\left(\frac{E}{Y}, n\right); \quad i = 4 - 5$$  \hspace{1cm} (5)

In summary, the shape functions are characteristic functions that describe the indentation response. The functions $G_i$ and $\tilde{G}_i$ can be determined by extensive finite element analysis where the indentations are simulated and the material parameters are varied systematically. To this end, finite element models simulating the indentation experiment are built and the shape functions are extracted from the force–displacement response for the range of material properties investigated. With the functional forms established, Eq. (5) serves as the constitutive relationship between the data obtained from a real indentation test (e.g. $W_i$) and the properties sought $(E, Y$ and $n)$. This is further explored in Section 1.2.

1.2. Uniqueness and sensitivity

Since three unknown material properties $(E, Y, n)$ are to be determined to define our material, any three shape functions (or their combinations) can be selected to establish the properties. However, only two of the five equations involving shape functions are independent, see for example (Cheng and Cheng, 1999; Capehart and Cheng, 2003; Tho et al., 2004; Alkorta et al., 2005). That is, two different materials can give an identical
force–displacement response and therefore identical shape functions. It follows that a single indentation cannot uniquely determine the three unknown material properties of a substrate.

To address this shortcoming of the single indentation technique, dual indentation techniques have been proposed by several authors (Table 1). In dual indentation techniques, two indenter geometries are utilized giving two additional shape functions. Since only three equations are needed, the premise is that two sets of geometrical parameters will provide distinct displacement responses, thus it will be possible to uniquely determine the material properties. For two sets of fixed geometrical parameters ($x = a_1, h_m = h_m$, and $z = z_2, h_n = h_n$), Eqs. (2) and (4) can be written as:

$$\Gamma_i^f = G / (E, Y, n)$$

$$\Psi_j^f = G = (E / Y, n) : i = 4 - 5, j = 4, 2$$

(6)

where superscripts $j = 1$ and 2 correspond to test 1 and test 2, respectively, and $i$ is defined after Eqs. (2) and (4). In a dual indentation technique three equations from Eq. (6) are selected, along with two half-angles, $z_1$ and $z_2$. Thus, there are innumerable ways to conduct and evaluate a dual indentation experiment.

However, Chen et al. (2007) showed that certain groups of materials exist which result in indistinguishable force–displacement responses for dual indentation testing. The authors showed that generally materials with low values of $E/Y$ and $n$ fall into this category. The range of such materials depends on the half-angles of the indenters used in the dual indentation experiment. For example, the authors reported that for dual indentation with $z_1 = 70.3^\circ$ and $z_2 = 80^\circ$, materials with identical force–displacement relationships lie in the range of $100 < E/Y < 250$ and $0.0 < n < 0.2$. Thus, unfortunately a dual indentation technique does not guarantee a unique data reduction scheme for all materials.

Closely related to uniqueness is sensitivity to experimental errors (Chollacoop et al., 2003; Lan and Venkatesh, 2007; Le, 2008; Hyun et al., 2011; Cao and Lu, 2004a,b; Swaddiwudhipong et al., 2005). A complete and systematic investigation of the sensitivity to experimental error in dual indentation techniques has not been developed and is the focus of the present work.

In the following section the procedure to develop the functional forms of Eqs. (3) and (4) will be described. With that established, we introduce the concept of condition number to capture uniqueness and sensitivity. Finally, sensitivity analysis results for a wide range of dual indentation techniques and material properties will be presented to evaluate their reliability.

### 2. Functional forms from finite element analysis

In this section, the finite element model and regression analysis used to derive the functional forms of Eqs. (2)–(4) will be described.

### 2.1. Finite element model

Finite element simulations were performed using the commercial finite element program ABAQUS (ABAQUS, 2009). The flat half-space is assumed to be composed of homogeneous, isotropic, linear-elastic, power-law strain-hardening material, Eq. (1). An axisymmetric, two-dimensional model was adopted and approximately 25,000 CAX4R elements were used to model the half-space. The mesh is significantly refined in the vicinity of indentation to resolve the stress and strain field. The conical indenter is modeled as a rigid body. Coulomb’s friction law is used and the friction coefficient between the surfaces is taken to be 0.15 (Bowden and Tabor, 2001). Several simulations with refined meshes and time increments were investigated for the convergence study. The model used in the investigation was one that gave the same results as a finer mesh and time increment. Thus, the selected refinement was demonstrated to be sufficient to accurately capture the mechanism of indentation. The surface nodes of the half-space were traction free and the nodes along the axis of symmetry were constrained in the direction normal to indenter displacement to simulate symmetry conditions. The bottom of the half-space was kept fixed in all three directions.

The model simulates the rigid indenter being pushed into the half-space to a predefined displacement, $h_m$, and then the indenter is removed. The reaction force as a function of indenter displacement is recorded continuously over the loading and unloading sequence, similar to a real indentation experiment (Fig. 1b).

### 2.2. Functional forms

To develop the functional forms presented in Eqs. (2)–(4), a material set with elastic modulus $80 < E$ (GPa) $< 300$ and yield stress $0.1 < Y$ (GPa) $< 2.0$ was chosen to cover a wide range of $E/Y$ ratios ($80 < E/Y < 1000$). We limit the investigations to this range since it was shown by Chen et al. (2007) that materials with identical force–displacement relationships have comparatively lower $E/Y$ ratios and as will be discussed later, non-uniqueness can be considered as an “extreme case of sensitivity.” The strain hardening exponent was taken to be $0.0 < n < 0.5$, which is common for metals (Chen et al., 2007). Poisson’s ratio was taken to be constant at 0.3. As previously noted, Poisson’s ratio has only a minor effect on the force–displacement response. Various half-angles ranging from $50^\circ$ to $85^\circ$ were used in the study. Altogether, approximately 400 finite element simulations were conducted to attain the functional forms. Considering Eqs. (5) and (6), the normalized shape functions of the left hand sides were expressed as functions of $E/Y$ and $n$ for fixed values of $x$. The fitting function used has the following form:

$$f_n = \sum_{i=0}^{5} \sum_{j=0}^{5} \eta_{ij} E_i Y_j$$

(7)

Here, $\eta_{ij}$ are fitting coefficients.¹

The initial unloading slope, $S_u$, was computed using the two points associated with the maximum load and 90% of the maximum load (i.e. 10% of the unloading curve). For a $50^\circ$ half-angle conical indenter penetrating a half-space, the fitting coefficients for the normalized unloading slope, $S_u$, are tabulated in Table 2, as an example of how this fitting routine is implemented. Fitting coefficients for other cases are not presented in this paper for

¹ In this case, 36 coefficients are needed to describe the functions. This may seem like a large number of parameters, and we note that we are not striving to develop a relationship where the parameters can be interpreted as physical parameters, but we are just interested in finding “fitting parameters” that describe the intrinsic response. This method is commonly adopted in reverse analysis, see for example (Cao and Lu, 2004a,b; Chen et al., 2006; Hyun et al., 2011; Le, 2008).
brevity.

3. Sensitivity and uniqueness

In this section, a method will be developed to determine $E$, $Y$ and $n$ of a material based on a conical dual indentation test. The uniqueness and sensitivity of the solution will be discussed in a manner similar to the examples given in Appendix A.

3.1. Method of iso-$P_m(S_u,h_m)$ lines

For conical indentation on a half-space, only two of the five shape functions listed in Eq. (2) are independent (Alkorta et al., 2005). Consider two shape functions: maximum load, $P_m$, and unloading slope, $S_u$. For a single indentation test, two materials (materials 1 and 2) will have identical force–displacement relationships if both of them have the same values of $P_m$ and $S_u$. That also holds if they have the same $P_m$ and the same $P_m/S_u$. Thus, two conditions for identical force–displacement relationship can be written as:

\begin{align}
(P_m)_1 &= (P_m)_2 \\
(P_m/S_u)_1 &= (P_m/S_u)_2
\end{align}

(Eq. 8a - 8b)

Using the relation of normalized $P_m$ in Eq. (4), the first condition can be written as:

\begin{align}
Y_1 h_m^2 \bar{G}_2 \left( \frac{E_1}{Y_1} \right) n_1 &= Y_2 h_m^2 \bar{G}_2 \left( \frac{E_2}{Y_2} \right) n_2
\end{align}

(Eq. 9)

which gives the ratio of their yield strengths as follows:

\begin{align}
r = \frac{Y_1}{Y_2} = \bar{G}_2 \left( \frac{E_1}{Y_1} \right) n_2 / \bar{G}_2 \left( \frac{E_2}{Y_2} \right) n_1
\end{align}

(Eq. 10)

The two materials can be made to satisfy the second condition, Eq. (8b) by deriving non-dimensional relations involving $P_m$ and $S_u$ in Eq. (4), which gives

\begin{align}
\frac{P_m}{S_u h_m} = \bar{G}_2 \left( \frac{E}{Y} \right)^2 \frac{1}{n} / \bar{G}_2 \left( \frac{E}{Y} \right)^2 \frac{1}{n} = \bar{G}_6 \left( \frac{E}{Y} \right) \frac{1}{n}
\end{align}

(Eq. 11)

Eq. (8b) can be rewritten using Eq. (11) as:

\begin{align}
\bar{G}_6 \left( \frac{E}{Y} \right)^2 \frac{1}{n} = \bar{G}_6 \left( \frac{E}{Y} \right)^2 \frac{1}{n}
\end{align}

(Eq. 12)

The graph of Eq. (11) for $x = 50^\circ$ with $P_m/(S_u h_m)$ as a function of $E/Y$ and $n$ is shown in Fig. 3. Iso-$P_m/(S_u h_m)$ lines can be drawn in the $E/Y - n$ space which is shown in Fig. 4a. Since all materials lying on a particular iso-$P_m/(S_u h_m)$ line have identical value of $P_m/(S_u h_m)$, it follows that any two materials selected from a particular iso-$P_m/(S_u h_m)$ line will satisfy the second condition for identical force–displacement relationship, Eq. (12). From Fig. 4a, pairs of materials having identical force–displacement relationship can be found in the following steps:

Step 1: Select any two points on a particular iso-$P_m/(S_u h_m)$ curve (as illustrated in Fig. 4a). This will give $(E/Y)$ and $n$ of two materials that satisfy the second condition of identical force–displacement relationship (Eq. 8b)).

Step 2: Determine the ratio $r = Y_1/Y_2$ from Eq. (10) using $(E/Y)_1$, $n_1$, $(E/Y)_2$ and $n_2$ obtained in Step 1. Since Eq. (10) is derived from Eq. (8a), the materials now satisfy the first condition (Eq. (8a)) as well.

Step 3: Assume any value of $Y_2$ and determine $Y_1$ using $Y_1 = r Y_2$, from Step 2.

Step 4: Using $Y_1$ and $Y_2$, and $(E/Y)_1$ and $(E/Y)_2$ obtained in Step 1, determine $E_1$ and $E_2$.

Since $Y_2$ is selected arbitrarily, there are an infinite number of materials having the same force–displacement relationship corresponding to any two points of an iso-$P_m/(S_u h_m)$ line.

Let us now consider the case of dual indentation testing, for example when $x = 50^\circ$ (conical indentation) is augmented with three alternative indentation shapes: $x = 80^\circ$, $70^\circ$ and $60^\circ$. Using the same approach discussed above for these three indenters, the iso-lines can be generated. These are shown in Fig. 4b – d respectively together with the iso-lines from $x = 50^\circ$. The iso-lines can be used to determine the material properties of a material based on a dual indentation test using the procedure described as follows (described for $x_1 = 50^\circ$ and $x_2 = 80^\circ$): conduct the dual indentation test with $x_1 = 50^\circ$ and $x_2 = 80^\circ$. Obtain the force–displacement relationships and thereby the quantities $P_m/(S_u h_m)$ from the tests corresponding to each half-angle. Draw the two particular iso-lines corresponding to the two half-angles in the $E/Y - n$ space. Since both the iso-lines correspond to the same material, the intersection of the two lines will give $E/Y$ and $n$ for the material. The modulus, $E$ can be determined using the commonly used “Oliver–Pharr method” (Oliver and Pharr, 1992).

3.2. Demonstration of sensitivity

The basic definitions of condition number and how it can be used to quantify uniqueness and sensitivity are described in Appendix A. A condition number gives a measure of the ratio of perturbation in the solution (e.g., material properties) and pertur-
Fig. 4. Iso-\(P_m/(S_h m)\) lines for (a) \(\alpha = 50^\circ\); (b) \(\alpha = 60^\circ\) and \(\alpha = 80^\circ\); (c) \(\alpha = 50^\circ\) and \(\alpha = 70^\circ\); (d) \(\alpha = 50^\circ\) and \(\alpha = 60^\circ\). As the iso-lines from two tests approach each other, the system becomes increasingly sensitive to experimental errors.

Fig. 5. Iso-\(P_m/(S_h m)\) lines passing through the point \(E/Y = 500, n = 0.25\) for four selected conical indenters.

bution in the data (e.g., experimentally obtained indentation shape functions). If the condition number is large, a small perturbation in the data will cause a large change in the solution (i.e., the system is highly sensitive) and vice versa. When the condition number is infinite, several solutions can be found for a given set of data, i.e., the system yields non-unique solutions.

The method of iso-\(P_m/(S_h m)\) lines can be used to assess the sensitivity of dual indentation techniques, that is, assessing how sensitive the technique is to experimental errors. Fig. 4b–d can be compared with Fig. A1a–c. Here \(E/Y\) and \(n\) are equivalent to the elements of \(\mathbf{x}\) (solution), and values of \(P_m/(S_h m)\) corresponding to two different indentation tests are equivalent to the elements of \(\mathbf{y}\) (data) in Appendix A. The sensitivity of the solution (i.e., sensitive to experimental errors) and the condition number of the system increase as the iso-lines get closer to each other, similar to the discussion in Appendix A. For clarity, Fig. 5 illustrates this, where the iso-lines passing through the point \(E/Y = 500, n = 0.25\) corresponding to four indenter-tip angles are shown.

Although, condition numbers are not explicitly computed for the examples presented in this section, it can be understood from the discussion in Appendix A that as the indentation system becomes increasingly sensitive and approaches non-uniqueness, the condition number of the system will increase. This will be discussed next in more detail.

4. Condition numbers of single and dual indentation techniques

So far, the issues of sensitivity and non-uniqueness have only been discussed in qualitative terms. We will now attempt to quantify them using the concept of condition numbers.

4.1. Modified condition number

Appendix A gives a brief overview of the definition and establishment of the condition number. The definition of relative error used to define the condition number, is not suitable for indentation problems due to the large differences in numerical values of the elastic modulus, \(E\), yield strength, \(Y\), and strain hardening exponent, \(n\). Thus, we will introduce a new definition of condition num-
ber which measures the relative change as $\|\Delta z/z\|$ where the definition of the “/” operation is

$$m_{/n} = \left( m_1, m_2, m_3, \ldots, m_k \right) / \left( n_1, n_2, n_3, \ldots, n_k \right) - \left( m_1/n_1, m_2/n_2, m_3/n_3, \ldots, m_k/n_k \right)$$

In this operation, the relative change is measured on an element by element basis. Considering the equation $y = f(x)$, where, $x$ denotes the material property vector or a point in the input space, $y = f(x)$ and $y$ denotes the vector of shape functions or a point in the output space, $y = \{x\}$ (shape functions), similar to Eq. (A1), the modified condition number can be defined as

$$\kappa_m = 4/w(f, C, z)$$

where

$$w(f, C, z) = \sup_{x \in C} \{ t \in [0, \infty) : \| f(x) - f(z) \| / \| f(z) \| \}$$

and $z$ is the point in output space where the condition number is computed, $C$ is a user-defined domain enclosing $z$. A small $\kappa_m$ implies that the relative error of the material properties, $\|Ax/x\|_z$, is small for a given error in shape functions, $\|Ay/y\|$, and vice versa: From Eq. (14a), a small $\kappa_m$ implies large $w(f, C, z)$. Note that in Eq. (14b), $\|Ax/x\|_z$ is denoted as $\| (x-z)/z\|$ and $\|Ay/y\|_z$ is denoted as $\| (f(x) - f(z))/f(z) \|$. From Eq. (14b), $w(f, C, z)$ approximately denotes the maximum value of $\|Ay/y\|/\|Ax/x\|_z$. Thus, for a given $\|Ay/y\|$, a large $w(f, C, z)$ implies a small $\|Ax/x\|_z$. It follows that a small $\kappa_m$ results in small $\|Ax/x\|_z$ for a given $\|Ay/y\|$. Since $\kappa_m$ measures the relative change as $\|\Delta z/z\|$, it is able to accommodate large numerical differences among the values of $E$, $Y$, and $n$. Well-conditioned systems have condition numbers close to 1, which is the case of tensile testing.

4.2. Computational procedure

To quantify the sensitivity of indentation techniques, the modified condition number, $\kappa_m$, has been computed numerically for a range of indentation conditions. The origin of the input space is set at $z = (E_0, Y_0, n_0)$, and the origin of the output space is assumed as the point which is exactly mapped from $(E_0, Y_0, n_0)$. The perturbation region or the subdomain, $C$, has been selected as:

$$C = \{6.9 < z < 11.1\} \cap \{ 4 - 3; z = (z_1, z_2, z_3) \}$$

Using the functional equations, the region of the output space which corresponds to the perturbation region of input space is determined. For all points in the perturbation region of the input space, the relative differences (Eq. (13)) between the points and the origins are computed. The ratio of the relative differences in output and input region gives the parameter $t$ of Eq. (14b) at all points of the perturbation region. The maximum value of parameter $t$ is $w(f, C, z)$. Its reciprocal, $\kappa_m$ (Eq. (14a)) is the condition number.

For both single and dual indentation and for a given geometry, the condition number is dependent on the material properties (elastic modulus, $E$, yield strength, $Y$, and strain hardening exponent, $n$). Dimensional analysis shows that the condition number only depends on $E/Y$ and $n$. Thus, denoting the functional relation by $J$,

$$\kappa_m = J E/Y, n$$

For a given indentation geometry, the condition numbers have been calculated at 45 points of the $E/Y$ – $n$ space, numerically, with

$E_0/Y_0 = 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000, 1250$ and $n_0 = 0.05, 0.15, 0.25, 0.35, 0.45$. The average condition number for a particular indentation geometry is determined from these 45 cases, and used as the condition number for the indentation geometry, $\kappa_m^{RIG}$.

4.3. Condition numbers for single indentation

As previously discussed, there are sets of materials resulting in identical force–displacement relationships for the single indentation technique. Thus, the condition number for the single indentation technique should be infinite since it is a non-unique system (Datta, 2010). To investigate this, we computed the average modified condition number, $\kappa_m^{RIG}$, for conical indentation with $x = 70^\circ$. The resulting condition numbers are tabulated in Table 3. Recall that well-conditioned systems have a condition number close to 1. It can be seen that the condition numbers are quite large but finite. The condition numbers are finite since the force–displacement relationships are not truly non-unique, but there are very small differences among the force–displacement relationships of different materials (Tho et al., 2004; Alkorta et al., 2005). These differences are typically indistinguishable with the resolution of a graph when the force–displacement relationships are plotted. Consequently, a finite but very large condition number is obtained for the single indentation test.

4.4. Condition numbers for dual indentation

Next, we consider the condition number for dual indentation. The half-angles of the two indenters are denoted by $\alpha_1$ and $\alpha_2$, where $\alpha_1 < \alpha_2$. One can select any two of the five shape functions from an indenter with half-angle $\alpha_1$ and any one from the indenter with half-angle $\alpha_2$. Alternatively, one shape function from indenter with half-angle $\alpha_1$ and two shape functions from indenter with half-angle $\alpha_2$ can be used.

First, condition numbers will be presented for a range of shape function combinations and then for various half-angles. The condition numbers were computed for indenters with $\alpha_1 = 50^\circ$ and $\alpha_2 = 80^\circ$. These half-angles may be considered as the limits of the range of half-angles that are of practical use. Results will be presented for the case where two shape functions are selected from $\alpha_1$, and one shape function is selected from $\alpha_2$. Results for the combination of one shape function from $\alpha_1$ and two shape functions from $\alpha_2$ are omitted for brevity, since these gave almost the same condition number (for example, selecting $S_6$ and $W_4$ from $\alpha_1 = 50^\circ$ and $W_4$ from $\alpha_2 = 80^\circ$ gave almost same results as selection of $W_4$ from $\alpha_1 = 50^\circ$ and $S_6$ and $W_4$ from $\alpha_2 = 80^\circ$). The condition numbers for 50 combinations of shape functions were arranged in ascending order and are listed in Table 4 (only selected values are tabulated for brevity). The condition numbers range from 5.82 to 322. Small

---

Table 3

<table>
<thead>
<tr>
<th>Combination of shape function</th>
<th>$\kappa_m^{RIG}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_5, W_4, b_7$</td>
<td>88.6</td>
</tr>
<tr>
<td>$P_m, W_4, b_7$</td>
<td>131</td>
</tr>
<tr>
<td>$P_m, S_6, b_7$</td>
<td>125</td>
</tr>
<tr>
<td>$P_m, S_6, W_4$</td>
<td>99.8</td>
</tr>
<tr>
<td>$W_4, W_4, b_7$</td>
<td>109</td>
</tr>
<tr>
<td>$W_4, S_6, W_4$</td>
<td>106</td>
</tr>
<tr>
<td>$W_4, W_4, W_4$</td>
<td>88.6</td>
</tr>
<tr>
<td>$W_4, W_4, W_4$</td>
<td>445</td>
</tr>
<tr>
<td>$W_1, W_4, W_4$</td>
<td>153</td>
</tr>
<tr>
<td>$W_1, W_4, S_6$</td>
<td>165</td>
</tr>
</tbody>
</table>
Table 4
Condition numbers for selected combinations of shape functions of dual indentation. Superscripts 1 and 2 indicate shape functions for half-angles $\varphi_1$ and $\varphi_2$ respectively.

<table>
<thead>
<tr>
<th>Combination #</th>
<th>Shape function combination</th>
<th>$\kappa_{nm}^{\text{FS}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$W_1^1, S_1^1, W_1^2$</td>
<td>5.82</td>
</tr>
<tr>
<td>2</td>
<td>$W_2^1, S_1^1, W_1^1$</td>
<td>5.86</td>
</tr>
<tr>
<td>3</td>
<td>$W_2^1, W_1^1, W_1^1$</td>
<td>5.87</td>
</tr>
<tr>
<td>4</td>
<td>$W_1^1, W_1^1, S_1^2$</td>
<td>7.68</td>
</tr>
<tr>
<td>5</td>
<td>$W_1^1, W_1^1, S_1^3$</td>
<td>7.75</td>
</tr>
<tr>
<td>6</td>
<td>$S_2^1, W_2^1, S_2^1$</td>
<td>4.06</td>
</tr>
<tr>
<td>7</td>
<td>$h_1^1, S_1^1, W_1^1$</td>
<td>42.7</td>
</tr>
<tr>
<td>8</td>
<td>$S_2^1, W_2^1, S_2^1$</td>
<td>42.8</td>
</tr>
<tr>
<td>9</td>
<td>$h_1^1, W_1^1, S_2^1$</td>
<td>53.5</td>
</tr>
<tr>
<td>10</td>
<td>$h_1^1, S_1^1, W_1^1$</td>
<td>54.6</td>
</tr>
</tbody>
</table>

Table 5
Condition numbers for various choices of half-angles for the shape function combination ($W_2^2, S_1^1, W_1^1$).

<table>
<thead>
<tr>
<th>$\varphi_1$</th>
<th>$\varphi_2$</th>
<th>$\kappa_{nm}^{\text{FS}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50°</td>
<td>80°</td>
<td>5.62</td>
</tr>
<tr>
<td>60°</td>
<td>80°</td>
<td>7.17</td>
</tr>
<tr>
<td>50°</td>
<td>70°</td>
<td>9.45</td>
</tr>
<tr>
<td>70°</td>
<td>80°</td>
<td>10.7</td>
</tr>
<tr>
<td>60°</td>
<td>70°</td>
<td>15.8</td>
</tr>
<tr>
<td>50°</td>
<td>60°</td>
<td>16.6</td>
</tr>
</tbody>
</table>

differences in condition number between two combinations may be due to inaccuracy of regression. Thus, for small differences, no conclusions can be drawn about the effectiveness of the combinations involved. Interestingly, many combinations of shape functions for dual indentation yield condition numbers which are of the same order of magnitude as for the single indentation technique. Only a few combinations have condition numbers less than 10. Thus, we conclude that while dual indentation techniques may be inherently more reliable than single indentation techniques, the reliability strongly depends on the shape functions that are chosen. To investigate the effect the half-angle has on the sensitivity, we considered four half-angles: 50°, 60°, 70°, and 80°. The shape function combination giving lowest condition number is $W_1^1, S_1^1, W_1^1$ (Table 4). Thus, for various choices of $\varphi_1$ and $\varphi_2$ among the four angles, condition numbers were computed for the shape function combination $W_2^2, S_1^1, W_1^1$ and are tabulated in Table 5. It can be seen from Table 5 that as the difference between half-angle increases, the condition number decreases (for example a 50°–80° combination has lower condition number than a 50°–60° combination). It follows that a larger difference between the half-angles results in a less sensitive indentation technique for experimental errors and thus would be a preferred technique. This was observed for a few cases by Cao and Lu (2004b) and Chen et al. (2007). Further, for a given difference between two half-angles, the sensitivity of the system decreases as the smaller angle increases (Table 5). This was also observed by Cao and Lu (2004b).

5. Sensitivity analysis

As discussed above, the condition number quantifies the sensitivity of indentation testing to experimental error. However, the condition number does not give information about the amount of error that can occur in determined material properties for given experimental error in shape functions. Therefore, we will explore numerical sensitivity analyses to elucidate the characteristics of dual indentation techniques.

The numerical sensitivity analyses are conducted as follows. The material properties are first determined via the (numerically) correct shape functions. These will be denoted by $E^t$, $Y^t$, and $n^t$, where superscript t indicates the true solution. Next, the shape functions are slightly perturbed, simulating an experimental error. Based on these perturbed shape functions, material properties are determined, $E^p$, $Y^p$, and $n^p$, where subscript p indicates the perturbed solution. Thus, $E^p$, $Y^p$, and $n^p$ correspond to the properties that would be determined based on an experiment that includes some specific experimental errors. The quantity, $\delta_{\text{mp}}$, gives a measure in the difference between the true and perturbed solutions (material properties) and is determined by:

$$\delta_{\text{mp}} = \sqrt{\frac{(E^t - E^p)^2}{E^t} + \frac{(Y^t - Y^p)^2}{Y^t} + \frac{(n^t - n^p)^2}{n^t}}$$

(16)

In a well-conditioned system, a small perturbation (small experimental error) does not have a significant effect on the calculated material properties. Thus, a well-condition problem yields a small $\delta_{\text{mp}}$.

There are several methods used in the literature to conduct numerical sensitivity analyses. A popular method is the so called “one factor at a time” (One Factor scheme) (Chollacoop et al., 2003; Ian and Venkatesh, 2007; Le, 2008; Heinrich et al., 2009). In this case, one shape function is varied while the two others are kept constant. However, errors may occur in all the shape functions simultaneously in a real experiment. Thus, the One Factor scheme may not accurately capture the errors that may occur in a real experiment. In an alternative scheme (Hyun et al., 2011; Heinrich et al., 2009) all shape functions are increased or decreased uniformly by some percentage amount (Uniform Factors scheme). However, as with the One Factor scheme, this scheme does not realistically represents errors as they occur in a real experiment since it is unlikely that all measured data contain the same amount of error. A more effective sensitivity analysis scheme is to vary all shape functions simultaneously by different amounts but keeping all of them within in a fixed limit (Cao and Lu, 2004a; Heinrich et al., 2009; Le, 2009; Le, 2011; Swadiwudhipong et al., 2005). This is known as a Monte Carlo type sensitivity analysis scheme.

Examples of common sources of errors in indentation experiments are the measured indenter deformation (Cheng and Cheng, 2004), indenter tip roundness (Cheng and Cheng, 2004), substrate surface roughness (Kim et al., 2007) and size effect (increase in hardness at shallow indentation depths) arising from increase in the density of dislocations (Huang et al., 2006). These errors can affect either or both the loading and the unloading response. Thus, the shape functions are subjected to multiple sources of experimental errors. Experimental errors in the shape functions from indentation testing have been reported to be within 5.1% (Wang et al., 2005; Chollacoop et al., 2003). We will investigate sensitivity for three error ranges of ±1%, ±5% and ±10% with step size of 0.5%, 2.5% and 5% respectively. For example, for the 5% error range, the
Table 6

<table>
<thead>
<tr>
<th>Material properties</th>
<th>Percentage error in determined material properties</th>
<th>One Factor</th>
<th>Uniform Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(0, 0)</td>
<td>(0, 10)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(10, 0)</td>
<td>(10, 10)</td>
</tr>
<tr>
<td>E</td>
<td>0%</td>
<td>±1% (1, −1, 1)</td>
<td>±5% (−5, 2.5, 5)</td>
</tr>
<tr>
<td></td>
<td>−0.152</td>
<td>−1.40</td>
<td>8.96</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td>0.727</td>
<td>4.67</td>
</tr>
<tr>
<td></td>
<td>n</td>
<td>−0.735</td>
<td>−4.51</td>
</tr>
</tbody>
</table>

Table 7

<table>
<thead>
<tr>
<th>Material Properties</th>
<th>Percentage error in determined material properties</th>
<th>(h_1^S, S_1^W, k_{m}^{MC} = −42.715)</th>
<th>(h_1^S, W_1^S, P_1^S, k_{m}^{FR} = −322.06)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0%</td>
<td>±1% (1, −1, 1)</td>
</tr>
<tr>
<td>E</td>
<td>−0.050</td>
<td>−1.75</td>
<td>−2.79</td>
</tr>
<tr>
<td>Y</td>
<td>−1.27</td>
<td>49.6</td>
<td>181</td>
</tr>
<tr>
<td>n</td>
<td>0.800</td>
<td>−34.2</td>
<td>−99.2</td>
</tr>
</tbody>
</table>

three shape functions are perturbed with 5 errors i.e. −5%, −2.5%, 0%, 2.5% and 5% to give a total of 125 possible combinations. Hence, in the following, the employment of the Monte Carlo analysis is more extensive than in the previous studies (Cao and Lu, 2004a; Heinrich et al., 2009; Le, 2009; Le, 2011; Swaddiwudhipong et al., 2005). A perturbation of 5%, 2.5% and 0% error in the three selected shape functions respectively, will be denoted as (5, 2.5, 0). The procedure for the sensitivity analysis is:

**Step 1**: Consider a specific material (material properties denoted by E^p, Y^p and n^p).

**Step 2**: Conduct numerical dual indentation tests with selected combinations of half-angles, x, and extract the shape functions to obtain numerically correct shape functions.

**Step 3**: Use the concept of reverse analysis outlined in Section 1.3 and the algorithm outlined in Appendix B to determine the material properties using the shape functions obtained in the previous step. This gives the material properties based on the reverse analysis.

**Step 4**: Impose a perturbation on the shape functions from step 2, simulating the experimental error. Compute the material properties E^p, Y^p and n^p for all perturbations. The combination which gives the largest δ_{mp} is recorded along with the associated solution E^p, Y^p, n^p for that particular combination.

**Step 5**: Finally, determine the differences (expressed in percentage) between the true and perturbed elastic modulus, yield strength and strain hardening exponent. These percentage differences illustrate how much the material properties can deviate for a given uncertainty in the experimental measurements of the shape functions.

In the next section, the sensitivity analysis discussed above will be applied to some specific dual indentation techniques.

6. Sensitivity of dual indentation techniques

To elucidate the sensitivity to experimental errors for dual indentation testing, we investigate a material with elastic modulus E^p = 180 GPa, yield strength Y^p = 300 MPa and strain hardening exponent n^p = 0.25, based on the procedure presented in Section 5.

6.1. Dual conical indentation (x_1 = 50°, x_2 = 80°)

First, we apply the sensitivity analysis (Section 5) on three shape functions combinations (see Table 4) spanning a range of condition numbers: (i) (W_1^S, S_1^W, W_1^S), k_{m}^{MC} = −8.8248; (ii) (h_1^S, S_1^W, W_1^S), k_{m}^{MC} = −42.715; and (iii) (h_1^S, W_1^S, P_1^S, W_1^S), k_{m}^{MC} = −322.06.

The results obtained by the sensitivity analysis for the shape function combination (W_1^S, S_1^W, W_1^S) are tabulated in Table 6, where the (unperturbed) reverse analysis results are included for comparison. For small experimental error (perturbations of ±1%), this dual indentation method predicts the material properties quite well. However, for larger experimental error, the determined material may not be reliable. For example, the material properties are more than 40% off for the error combination of (−5, 2.5, 5). The One Factor and Uniform Factors schemes do not predict as large a deviation in material properties as that predicted by the Monte Carlo sensitivity analysis procedure. Thus, this confirms that these two schemes are not sufficient to adequately conduct a sensitivity analysis. It is interesting to note that the Monte Carlo error range of (−5, 2.5, 5) gives larger error than the cases (10, 10, 10) or (−10, −10, −10).

Next, we consider the results that are obtained by applying the Monte Carlo sensitivity analysis on the shape function combinations with larger condition numbers, (h_1^S, S_1^W, W_1^S), k_{m}^{MC} = −42.715 and (h_1^S, W_1^S, P_1^S, W_1^S), k_{m}^{FR} = −322.06, Table 7. Without any perturbations imposed on the shape functions, the dual indentation technique can determine material properties quite accurately using the combination (h_1^S, S_1^W, W_1^S). However, a small error in experimental measurement can create large errors in the determined material properties. For the combination (h_1^S, W_1^S, P_1^S), even when exact values of the shape functions are used, the deviations in material properties are very large. Thus, this is not a suitable dual indentation technique as suggested by large k_{m}^{GR}.

From these examples, the correlation between the condition number and Monte Carlo sensitivity analysis can be seen clearly. For the three shape function combinations considered, as the condition number increases, the sensitivity to experimental errors increases.³

6.2. Sensitivity behavior across material range

It was discussed in Section 4 that the condition number of a dual indentation technique depends on the material being considered. Thus, the sensitivity of a dual indentation technique also depends on the material properties. Based on our investigation of various dual indentation techniques, dual indentation with

³ Although, the conclusions regarding the correlation between the condition number and Monte Carlo analysis presented in this section are based on one particular material, similar conclusions are observed for a range of materials. The results for those materials are not presented for brevity.
\( \star_i = 50^\circ \) and \( \star_2 = 80^\circ \) and shape function combination \((\mathbf{W}_2, \mathbf{S}_2, \mathbf{W}_1)\) was found to be least sensitive to experimental errors. To investigate the effectiveness of this dual indentation technique over a range of materials, the Monte Carlo sensitivity analysis (±5% error range) has been applied to this technique for nine (9) materials, which are situated in a rectangular grid of the \( E/Y - n \) space considered (see Table 8). The results summarized in Table 8 shows that for all of the materials combinations considered, errors of at least 15% in the determined properties were obtained for at least one material property. This is quite remarkable: Even the best dual indentation technique (the technique with the lowest condition number) cannot reliably establish the material properties for a range of materials.

### 6.3. Sensitivity due to local material property variation

Dual indentation tests are typically conducted by indenting two different locations of the same specimen. Thus, in addition to errors in the experimental measurements, variations due to local material property within a specimen also affect the evaluated material properties. To explore this, two cases were considered for dual indentation with \( \star_i = 50^\circ \) and \( \star_2 = 80^\circ \) and shape function combination resulting in the lowest condition number \((\mathbf{W}_2, \mathbf{S}_2, \mathbf{W}_1)\). For indentation by indenter with \( \star_i = 50^\circ \), the original material properties were assumed as: elastic modulus, \( E^i = 180 \) GPa, yield strength, \( Y^i = 300 \) MPa and strain hardening exponent, \( n^i = 0.25 \). For indentation with \( \star_2 = 80^\circ \), two cases were considered: the three material parameters were (i) increased by 3% and (ii) decreased by 3%. Based on this data scatter, a Monte Carlo sensitivity analysis with error range of ±1% were conducted and tabulated in Table 9. In both cases, the errors have been computed with respect to the nominal values \((E^0 = 180 \) GPa, \( Y^0 = 300 \) MPa and \( n^0 = 0.25 \)). The results show that even for small experimental error (perturbations of ±1%), the error in the determined material properties can be in the order of 20%.

### 6.4. A note on the use of condition number vs sensitivity analysis

As discussed previously, the condition number provides guidelines about the effectiveness of an indentation technique whereas the sensitivity analysis provides numerical estimates of possible errors in the determined material properties. However, a sensitivity analysis is significantly more computationally intense to perform than computing a condition number: it takes a CPU time of about 2 s to compute the condition number for a material using the computational procedure outlined in Section 4.2, whereas a typical Monte Carlo sensitivity analysis takes about 50 min using the steps outlined in Section 5. Calculations were performed using a DELL OptiPlex 990 Desktop computer with Intel(R) Core(TM) 15-2500 processor. Thus, determining the condition number first will serve as a useful guidance in selecting data reduction schemes.

### 7. Concluding remarks

This work explored the uniqueness and sensitivity to experimental errors when evaluating instrumented indentation. Of particular interests is to extract the elastic modulus, the yield strength and strain hardening coefficient of homogeneous, isotropic material with linear-elastic and power-law strain hardening plasticity. To this end, a systematic investigation considering the concept of condition numbers, along with explicit numerical approaches for characterizing the sensitivity to experimental errors was carried out. The methods investigated are all based on considering “shape functions,” which are sets of functions that describe the force–displacement relationship obtained during the indentation testing.

We extend the definition of condition numbers, and explore its use for dual indentation testing. In its redefined form, condition numbers and iso-\( (P_m/S_{hn}) \) lines provide a comprehensive quantitative descriptive characterization of uniqueness and sensitivity for indentation techniques. When considering condition number and the iso-\( (P_m/S_{hn}) \) lines, it is clear that non-uniqueness is an extreme case of sensitivity for experimental errors. In particular, we show that the reliability of a dual indentation technique highly depends on the selection of the three shape functions that are needed to determine the three unknown material properties.

Condition numbers are useful in determining effective choices of two half-angle combinations that reduce sensitivity to experimental error when utilizing dual indentation techniques. However, as a complement to the condition numbers, numerical sensitivity analyses reveal more insight. To this end, three approaches for conducting numerical sensitivity analysis were investigated. A procedure based on a Monte Carlo approach was found to be more effective than both the One Factor (shape functions varied one at a time) and the Uniform Factors (all shape functions increased or decreased by same amount) schemes. The Monte Carlo sensitivity analysis procedure was applied to a wide range of dual indentation techniques with, 50° ≤ \( \alpha \) ≤ 80°. The most effective (least sensitive) conical dual indentation technique was suggested to be indentation with \( \star_i = 50^\circ \) and \( \star_2 = 80^\circ \) and shape function combination (elastic energy, \( W_e \) and unloading slope, \( S_u \) from \( \star_i = 50^\circ \); elastic energy, \( W_e \) from \( \star_2 = 80^\circ \)), which is consistent with having the lowest condition number.

Based on the Monte Carlo sensitivity analysis we conclude that dual indentation techniques are reliable when the experimental error is within ±1%. However, for the error range of ±5%, none of the three material properties can be determined with reasonable reliability. Moreover, when considering that local material property may vary between the two indentations, the effectiveness of the dual indentation technique may be questionable. New dual inden-
Appendix A

The condition number can be used to quantify the sensitivity of a system (Datta, 2010). Generally, the condition number gives a measure of the ratio of error in the solution to the error in the data. For a system with a large condition number, a small perturbation in the data will cause a large error in the solution. Thus, a system with a large condition number is sensitive to experimental errors; an ill-conditioned system. A small condition number implies that the system is not sensitive to perturbations (experimental errors); a well-conditioned system. The condition number is an inherent property of the problem and does not depend on the algorithm that is used to solve the system.

Consider the general system (linear or nonlinear) of equations, \( f(x) = y \), where \( x \) is the input/solution vector (e.g. the material parameters set \( E, Y, n \)) and \( y \) the output/data vector (e.g. the set of shape functions). Assuming that the solution of the system \( f(x) = y \) exists, the aim of the sensitivity analysis is to investigate how a small perturbation, \( \Delta y \), of the output vector causes a change in the input vector, \( \Delta x \). With the perturbations, the system of equations can be written as \( f(x + \Delta x) = y + \Delta y \). For the special case of a linear system, the system of equation, \( f(x) = y \) can be expressed as \( Ax = y \), where \( A \) is a matrix, and \( x \) and \( y \) are vectors. Hence, \( (A + \Delta A)x = y + \Delta y \).

There are two definitions of condition numbers (Higham, 1996; Rheinboldt, 1976). One relates to the absolute error in data or solution, and the other to the relative error. The second condition number is used more widely than the first condition number, since the relative error tends to be more useful than the absolute error. For a general system, \( f(x) = y \), the second condition number at a point \( z \), of the domain (of \( x \)), is given by:

\[
\kappa = \frac{\|f'\| \|A^{-1}\|}{\|A\| \|f\|} \tag{A1a}
\]

where

\[
\|f\| = \sup_{x \in C} \|f(x) - f(z)\| / \|x - z\| \quad \|u\| = \inf_{t \in [0, \infty)} \{t \in [0, \infty) : \|f(x) - f(z)\| \leq t\|x - z\|\}
\]

The first condition number is defined as:

\[
\|f\| = \inf_{x \in C} \sup_{z \in C} \|f(x) - f(z)\| \quad \|u\| = \sup_{x \in C} \inf_{z \in C} \|f(x) - f(z)\| \tag{A1b}
\]

Here, \( C \) is a sub-domain enclosing the point \( z \), \( \| \| \) denotes the norm of the vector, which is defined as (for vector \( z \)):

\[
\|z\|_p = \left( \sum_{i=1}^{n} |z_i|^p \right)^{1/p} \tag{A2}
\]

where \( p \geq 1 \) and is a real number. Different norms can be defined depending on the values of \( p \). The most commonly used norm, the Euclidean norm \( (p = 2) \) is used here. For the linear system, the second condition number reduces to a simpler expression, which is given as follows:

\[
\kappa = \|A\|\|A^{-1}\| \tag{A3}
\]

It can be shown that, small a \( \kappa \) implies that \( \|Ax\|/\|x\| \) is small for a given \( \|Ay\|/\|y\| \) and vice versa.

To illustrate how the condition number can quantify the sensitivity of a system, we considered four simple 2 by 2 linear systems. The condition numbers (Eq. (A1)) for these systems are tabulated in Table A1. For each of the four examples considered, the original system was perturbed by changing the first element of the data vector, \( y \), by \%1. The solutions of the original and perturbed systems were computed and percentage differences were determined. It can be seen from Table A1 that the error increases with condition number increasing. The fourth example is of a non-unique system for which the condition number is infinite. Fig. A1 provides a graphical representation of the four systems. It can be seen that, as the condition number of the system increases, the straight lines get closer to each other. For the third example, the straight lines are so close that it appears they have overlapped. Finally, in the fourth example, when the two straight lines actually overlap, the solution becomes non-unique (figure omitted due to its triviality). Thus, non-uniqueness can be considered as an extreme case of highly sensitive system.

Appendix B

In order to carry out the sensitivity analyse outlined in Section 5, one needs to solve the functional equations to obtain the material properties. Denoting the three selected shape functions to be \( S_1, S_2, \) and \( S_3 \), the three equations to be solved are:

\[
S_i = \Theta_i (E, Y, n); \quad i = 1, 2, 3 \tag{B1}
\]

In this set of equations, the quantities on the left hand side (the three shape functions), and the functions \( \Theta_1, \Theta_2, \) and \( \Theta_3 \) are known. The material properties \( E, Y, \) and \( n \) need to be determined. The functions \( \Theta_1, \Theta_2, \) and \( \Theta_3 \) are highly nonlinear fitting functions (see Section 2.2). Non-linear system can be solved numerically using an iterative process. The predicted material properties, \( E^p, \) \( Y^p \) and \( n^p \), is the set for which the residual (or the distance) between the vectors \( (S_1, S_2, S_3) \) and \( (\Theta_1(E^p, Y^p, n^p), \Theta_2(E^p, Y^p, n^p), \Theta_3(E^p, Y^p, n^p)) \) is minimized according to

\[
\delta_d = \left( \frac{S_1 - f_1}{s_1} \right)^2 + \left( \frac{S_2 - f_2}{s_2} \right)^2 + \left( \frac{S_3 - f_3}{s_3} \right)^2 \tag{B2}
\]

The ordinary line search and golden section line search (Arora, 2012) methods were impractical to use for solving the present nonlinear system because of very high computational cost involved. Although the Newton–Raphson method (Arora, 2012) converged much faster, the convergence is dependent on the initial guess. Further, the Newton–Raphson method works well for a well-posed system, but does not converge for an ill-posed system. Thus, we use, a combination of the three methods to solve the set

<table>
<thead>
<tr>
<th>Example</th>
<th>Original system ((Ax - y))</th>
<th>Perturbed system</th>
<th>Condition number ((A))</th>
<th>Solution of the original system</th>
<th>Solution of the Perturbed system</th>
<th>Percentage change in the solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>([3 1 1 1], [1 4 1 1])</td>
<td>([3 1 1 1], [4 4 4 4])</td>
<td>1.6400</td>
<td>(x_1 = 1)</td>
<td>(x_1 = 1.0025)</td>
<td>(x_1: 0.25)</td>
</tr>
<tr>
<td>b</td>
<td>([3 1 1 1], [1 4 1 1])</td>
<td>([3 1 1 1], [4 4 4 4])</td>
<td>7.7606</td>
<td>(x_1 = 1)</td>
<td>(x_1 = 0.9733)</td>
<td>(x_1: 2.67)</td>
</tr>
<tr>
<td>c</td>
<td>([3 1 1 1], [1 4 1 1])</td>
<td>([3 1 1 1], [4 4 4 4])</td>
<td>3.9966</td>
<td>(x_1 = 1)</td>
<td>(x_1 = 1.0222)</td>
<td>(x_1: 2.22)</td>
</tr>
<tr>
<td>d</td>
<td>([3 1 1 1], [1 4 1 1])</td>
<td>([3 1 1 1], [4 4 4 4])</td>
<td>Infinity</td>
<td>Non-unique</td>
<td>Non-unique</td>
<td>Non-unique</td>
</tr>
</tbody>
</table>
of nonlinear equations in the present work. The algorithm is schematically shown in Fig. B1. At first, an ordinary line search is employed to determine the solution. The predicted solution is fed as an initial guess to a Newton–Raphson algorithm. If the solution converges, the algorithm is ended. If it does not converge after 1000 Newton–Raphson iterations, a golden section line search is employed thereafter starting from the solution of the ordinary line search.
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