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THE INFLUENCE OF RESEARCH UNIVERSITIES ON TECHNOLOBASED
REGIONAL ECONOMIC DEVELOPMENT

IRYNA V. LENDEL

ABSTRACT

Universities are frequently assumed to be essertratibutors to regional
economic development although conclusive evidelnaeuniversities trigger economic
growth within their region does not exist. Thisg#rtation presents a model that
characterizes the influence of university researtihegional economic outcomes,
changes of total regional employment and grossapelitan product. The model
controls for industry research activity and incagies differences in regional industrial
organization. The model compares the influenagnofersity research and industry
research on changes of regional employment and gnesropolitan product during the
expansion (1998-2001) and contraction (2002-2004kes of the business cycle and
over the entire time period studied (1998-2004) addition, the dissertation tests the
impact of university size and reputation on regi@@nomic outcomes in conjunction
with industry research. The models are testedhemniverse of metropolitan statistical
areas. Lessons from the dissertation researadtiravnen to inform state and local

technology-based development strategies.
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CHAPTER |

IMPACT OF RESEARCH UNIVERSITIES ON REGIONAL
ECONOMIES: THE CONCEPT OF UNIVERSITY PRODUCTS

1.1 Introduction

Many public policies are based on a popular assiemhat investment in
research universities advances the technologica bba region’s economy, leads to the
creation of new companies and industries, and atefy, benefits all taxpayers by
increasing regional wealth. In the emerging knalgkeeconomy universities are seen as
a core element of a region’s intellectual infrastawe. There are also positive
externalities of university presence — land develept and increased property values in
adjacent neighborhoods, cultural amenities inclgdiniversity sport teams, and the mere
fact that universities are large employers thatiaceto their geography and create high
multiplier-type impacts on regional economies. ifRdans are embracing strategies that
tie universities to regional economic developménbiigh the impacts of academic
research on technological advances used by congaauitment of graduates into
regional labor force, and the active role of unéuies in setting the regional economic

development agenda.



Different frameworks conceptualize university impaw regional economies,
ranging from scholars who see the involvement ofensities in regional economic
development as a third mission (Etzkowitz, 2003teg 2005; Tornatzky, Waugaman,
& Gray, 2002) to skeptics who do not believe thaversities have adequate ability to
promote economic development (Feller, 1990) and bédi®ve that close involvement of
universities with companies might compromise thiegnty of the academic enterprise
(Nelson, 1986; Slaughter & Leslie, 1997). Thismtlkeaintroduces the concept of
university products which are presented as theralanthrough which research
universities impact regional economies. It iséeatd that the bundled nature of
university products makes it impossible to asdessmpact of each product separately.
The results of models testing the impact of thes@nee of research universities on
metropolitan employment illustrate that the impafctiniversity products is statistically
significant and causes metropolitan employmentetoadt from its long-term trend.
Testing the impact of research university presemeceetropolitan areas provides a
foundation for a discussion of the influence ofuamsity products on regional growth,
which is offered in the following chapters.

The evolution of the theoretical concepts undedytime role of universities in
regional economic development begins with Adam Bl 776) theory of the market
economy and advances through theories and confteptslifferent disciplines. Based
on Young's concept of increasing return and Solaethnological residual, Paul Romer
(1986) established a new growth theory — the nteaoretical basis for technology-based
regional strategies. Using Polanyi’s concept oit enowledge (Polanyi, 1962, 1967)

and Innis’ concept of encoding personal knowledgei¢, 1950, 1951), scholars



classified knowledge as either tacit or codified amphasized that knowledge is neither
evenly distributed nor equally accessible in evecation. In different studies of
knowledge spillovers from universities to comparaaed agglomeration effects of
urbanization, universities were identified as aonapmponent of regional innovation
systems or a critical knowledge element among regimstitutions (Appendix 1).

Synthesizing the thoughts behind the literaturecmomic development theories
and the knowledge spillovers suggests two majoothgsized systems linking
universities with regional growth: (1) mechanism&mowledge spillovers due to
agglomeration economies and (2) specific economir@enments where the knowledge
spillovers occur. The environment of knowledgdispers and deployment of the results
of knowledge spillovers into regional economies bardescribed by characteristics that
reflect the intensity of agglomeration economied @reir qualitative characteristics, such
as the quality of the regional labor force, levieéotrepreneurship, intensity of
competition in a region, structural compositiorr@gional economic system and
industries, and social characteristics of regi@ugll as leadership and culture).

This chapter begins by introducing the role of ensities in the regional
economy from the concept of learning regions tontloelel of university products, where
universities are presented as endogenous to régigstems. The review of different
models that depict the role of universities in oegil economies is followed by
presenting the concept of university products antbdel of interactions between the

university products and the factors of technologgédusl economic development. The

! The theoretical base for the role of universitieeconomic development and the detailed literature
review of these studies is forthcoming in LendgIPL Allen and M. Feldman (2009). University-Base
Economic Growth. Toght, M., J. Huisman, K.-H. MaidaC. Morphew (EdsInternational Handbook of
Higher EducationLondon and New York: Routledge.



statistical models in the following section test thypothesis of the impact of a research
university's presence in metropolitan statisticq@las on the growth of regional
employment. The models use different ways of dpmralizing university presence in
14 selected scientific and technology fields arsdl tlee impact of the universities
presence in a regional economy over the businads.ciResearch university presence is
tested in the models that include industry R&D sjieg among the independent
variables and a number of variables describingoregjiindustrial organization.

Statistical tests are continued with the models dsaess employment changes in
metropolitan areas with the top nationally recogdiresearch universities and research
universities with the largest university R&D spamgli The chapter ends by summarizing
the system of major linkages between universitresragional economies. Results of
statistical tests show that research universitiesgnce has a significant impact on

metropolitan employment growth.

1.2 Concept of University Products

1.2.1 University Roles in Regional Economies

In 1980, the United States Congress passed the-BalhAct and the intellectual
property landscape in the United States changedatieally. Universities were allowed
to retain intellectual property rights and to p@s@mmercialization even when basic
research conducted by them had been funded bedeedl government. In the late

1990s, technology transfer activities of researhersities began to be recognized as



important factors in regional economic growth. eédtists started to look at the different
factors and mechanisms stimulating transfer of temhinology from university to
industry (Campbell, 1997; Cohen, Florida, & Goe94:9DeVol, 1999; Lowen, 1997;
Slaughter & Leslie, 1997). Discussing the benefitsuch technology transfer, Rogers,
Yin, and Hoffmann (2000) hypothesized that “reskanciversities seek to facilitate
technological innovations to private companiesruteo (1) to create jobs and to
contribute to local economic development, and ¢&drn additional funding for
university research” (Rogers et al., 2000, p.4B)ey illustrated the potential impact of
university research expenditures on jobs and weadtation through the process of
simple technology transfer.

Beeson and Montgomery (1993) tested the relatipriséiween research
universities and regional labor market performafitey assessed a university’s impact
on local labor market conditions by measuring dquath terms of R&D funding, the total
number of bachelor's degrees awarded in scienceagitheering, and the number of
science and engineering programs rated in theQap the country (Beeson &
Montgomery, 1993, p.755). Beeson and Montgomesgtified four ways in which
colleges and universities may affect local laborkats: (1) increasing skills of local
workers (together with rising employment and eagsiapportunities), (2) increasing
ability to develop and implement new technolog(8% affecting local demand through
research funds attracted from outside the areta(aard multiplier effect), and (4)

conducting basic research that can lead to techiwalbinnovations.

2 Also discussed by Nelson, R. (1986). Institutisnpporting technical advance in indusfffie American
Economic review76(2), 186-189.



Link and Rees (1990) emphasized the importantabtgaduates to a local labor
market, assuming they do not leave the regioniquéattly for new start-ups and the local
high tech market. Gottlieb (2001) took this idestep further in his Ohio “brain-drain”
study, emphasizing that exporting graduates igma i long-term economic development
problems for a region. In their study of 37 Amarncaities, Acs, FitzRoy, and Smith
(1995) tested university spillover effects on emypient and, like Bania, Eberts and
Fogarty (1993), tried to measure business starfrops the commercialization of
university basic research. These studies prodoteed results showing that university
products are statistically significant in their iagh in one case and insignificant in others.

Following Adams’ findings about the positive eff@tthe geographic proximity
of university research on industrial research (Aga2001; Adams, Chiang, & Starkey,
2000), many studies (Audretsch & Feldman, 1996;ratsth & Stephan, 1996; Cortright
& Mayer, 2002) found that for most industries, aitiees that lead to innovation and
growth take place within only a few regions natibnar globally.

Many studie3focused solely on showing the impact of univerpitgsence using
the multiplier effect of university expenditure§hese studies confuse the impact of
university products (which we identify as purpodlgfareated outcomes according to a
university’s mission) and the impact of univergitgsence in a region (which depends on
university expenditure patterns). In the tradisibmultiplier-effect studies, the models

usually take into account two factors of universmpact: (1) the number of university

3 Stokes, K. (2007) The Economic Impact of Thomasveéhsity on Southwest Georgia,
http://www.thomasu.edu/pdf/2007_economic_impact.pdfstritz, F. and R. Coon (2007) Economic
Impact of the North Dakota University System,
http://www.ndus.nodak.edu/Upload/allfile.asp?id=&#8=MultiUse; Humphreys, J. (2008) The
Economic Impact of University System of Georgiatitnsions on their Regional Economies in FY 2007,
http://www.icapp.org/pubs/usg_impact fy2007 ;d8lf.Mary’s University and San Antonio (2003),
http://www.stmarytx.edu/impact/pdf/economic_imppdf; The Mizzou Impact (2008),
http://www.missouri.edu/impact/




students and employees (which is a non-linear fonaf university enroliment) and the
impact of their income through individual spendpagterns and (2) the pattern of
university expenditures via a university budgehe3e two factors (sometimes called
university products) are indirect functions of dhment and endowments and are highly
collinear with university size. While normalized a per capita basis, they are highly
correlated with university reputation and, apastirreputation, are to a high degree
uniform across regions.

A similar approach is used by Porter (2002) ie@ort for the Initiative for a
Competitive Inner City. He studied six primary werisity products using a multiplier-
effect approach. Porter identifies the main impadtthe university on the local
economy through: (1) employment, by offering empheyt opportunities to local
residents; (2) purchases, redirecting institutignathasing to local businesses; (3)
workforce development, addressing local and redimogkforce needs; (4) real estate
development, using it as an anchor of local econ@rowth; (5) advisor/network
builder, channeling university expertise to locasimesses; and (6) incubator provider, to
support start-up companies and advance researcmemalization.

Porter’s approach mixes university products — gausservices that are
produced by a university according to the univgmitssion — with university impacts,
the results of university influence on surroundemyironments. For example,
universities influence surrounding real estate @slwithout including this in their
mission statement. Lester’s study acknowledges tha

“working ties to the operating sectors of economgyreot central to the

internal design of the university as an institutiand as universities open
themselves up to the marketplace for knowledgeidews to a greater



degree than in the past, confusion over missiorbkaa common”
(Lester, 2005, p.9).

Morgan (2002) tries to close the gap between twaepts of university products
by creating a conceptual model of the two-tier aysbf higher education institutions in
the United Kingdom. Using Huggin’s (1999) and RIs&(1997) concept of the
globalization of innovation and production in reggbeconomies, he discusses two
models of direct and indirect employment effecthe-elite model and the

outreach/diffusion oriented model (Figure 1).

Figure 1. Universities and Regional Development:Wo Paradigms

Higher Education and Regional Development

Elite model Outreach/Diffusion orientated model
I
Research and Social
development .
| reproduction
Technology ]
transfer Tying down
| the global
New firm [
development _ Somal
| inclusion
Academic I
entrepreneurs Social capital
| development
Formulation
of economic
strategy

Direct and indirect employment and income eft

Source: Morgan, B. (2002) “Higher Education and iBegl Economic Department in Wales: An
Opportunity for Demonstrating the Efficacy of Deutibn in Economic Development” Regional
Studies, Vol. 36.1, p.66.



Morgan emphasizes the increased role of univessitieleveloping local social
capital by acting as “catalysts for civic engagetad collective action and networking”
and “widening access to cohorts from lower socioreenic backgrounds” improving
local social inclusion (Morgan, 2002, pp. 66-6YYhether it was the impact of
universities on the regional labor market or thpaet of university R&D and technology
transfer on the growth of employment or per cajpitame, a broader framework was
needed to measure the impact of all products ateateniversities.

The discussion about the role of a university mrbgional economy has been
enriched by a model created by a group led by Ldarsatzky and Paul Waugman
(Tornatzky, Waugman, & Bauman, 1997; Tornatzky, @raan, & Casson, 1995;
Tornatzky, Waugman, & Gray, 1999, 2002). Theseasshers advocate the importance
of research universities for regional economic tlgu@ent and examine whether the
influence of a university on a local economy difgeographically. The authors
conclude:

“While we agree with skeptics who argue this [unsg’s impact on a

local economy] is not easily accomplished and sloate universities and

states appear to be looking for a quick fix, weesa that there is enough

evidence to demonstrate that universities thatanemitted and

thoughtful can impact their state or local econoarigironment in a

number of ways” (Tornatzky, Waugman, & Gray, 200R2,15-16).

Tornatzky’s hypothesis on the ways that universitian affect regional
economies is presented in Figure 2. The reseagsh tdentify 10 “dominants” of
institutional behavior that enable the universitgigernal interactions with industry and

economic development interests and lie beneatm@atonal characteristics and

functions that facilitate those interactions. Taimky, Waugman, and Gray group these



dominants, or interactions, characteristics, amttions into the three broad groups
depicted in the Figure 2.

The first group, labeled (1) in Figure 2, represegrdrtnering mechanisms and
facilitators identified as “functions, people, onits that are involved in partnership
activities that allegedly have an impact on ecomodeivelopment” (Tornatzky et al.,
2002, p.16). The list of programs or activitieghis component includes, but is not
limited to industry research partnerships, industitycation and training, and other

activities listed in Figure 2.

Figure 2. New University Roles in a Knowledge Ecamy
I ndustry

Industry Advisory Board4) [—

Partnering Mechanisms &

Institutional Facilitators (1) Locally Captured
Enablers (2) Technological
_ Outcomes(5)
— Industry Research Partnership
Mission, Industry Education and Trainin| .
Vision & Industry Extension & Technica New
Goals Assistance Knowledge Economic
Entrepreneurship Developmen ® Smart Peopl Devel opment
Faculty Technology Transfer ® State of the Art
Culture & Career Services & Placement K led
Rewards nowledge

® Technology
University ® Entrepreneurial

System Partnerships with ED(B)

Local & State Government

Source: Tornatzky,L., P. Waugaman, D. Gray (200®2)ovation U. New university roles in a knowledge
economySouthern Growth Policies Board, Southern Technofoguncil, Raleigh, Research Triangle Park,
NC, p.19, http://www.southern.org/pubs/pubs_pdfgéport.pdf

The second group, labeled (2) in Figure 2, includsstutional enablers

(university mission, vision, & goals and facultyltcme & rewards) that enable partnering

10



through the “relevant behavior of faculty, studeatsd administrators [that] are
supported by the values, norms, and reward systéthe institution” (Tornatzky et al.,
2002, p.18). The third group is represented bykmondary-spanning structures and
systems: formal partnerships with economic devekumorganizations, labeled (3) in
Figure 2 and industry-university advisory boardd eouncils, labeled (4) in Figure2.
They are positioned to link the university systenthie economic development
intermediaries and business community. As a redudbmmunication between all of the
components, the framework captures locally gendratehnological outcomes, labeled
(5) in Figure 2, such as new knowledge and teclyiedothat trigger economic
development.

Tornatzky, Waugman and Grey acknowledge that vih#gdocal economic
environment of universities is complex, only unsiges that are actively involved in
extensive industry partnerships can successfudlyster their products into local
economies. Such universities will

“tend to adopt language in mission, vision, and gtetement that reflects

that emphasis. They [universities] also tend tmiporate different

versions of those statements in reports, publinatipress releases, and

speeches directed at the external world” (TorngtZ¥gugman, & Gray,

2002, p.19).

Bringing elements of globalization into understamyihe role of universities in
the local economy is widely emphasized in the Midustrial Performance Center’s
study led by Richard Lester. The report “Univeesit Innovation, and the
Competitiveness of Local Economies” discusses goortant alignment of the university

mission with the needs of the local economy, emigimasthat this alignment is affected

by the globalization of knowledge and productiod depends on “the ability of local

11



firms to take up new technologies and new knowladgee generally, and to apply this
knowledge productively” (Lester, 2005). Througk thfferent roles played by
universities, Lester’s study acknowledges divedways of transferring knowledge

from universities to local industries (Figure 3).

Figure 3. University Roles in Alternative Regionalnnovation-led Growth

businesses (incubation
services, etc.)

Cultivate ties between
academic researched ang
local entrepreneurs

Creating an industry

identity

- Participate in standard-
setting

- Evangelists

. Convene conferences,
workshops,
entrepreneurs’ forums,

sub-contractors, supplierg

etc

Pathways
) Diversification of )
Creating New Industry Old Industry into Upgrading
Industries Transplantation Related New of Mature
() ({0)) an Industry
= Forefront science and = Problem-solving for
engineering research A 4 industryhthfrou% contract
Aggressive technology Education/manpower research, faculty
licensing policies development P consulting, etc.
Promote/assist Responsive curricular Eg\‘;ec%tr')%‘/e nr;l?npower
entrepreneurial Technical assistance for

Global best practice
scanning

Convening foresight
exercises

Convening user-supplier
forums

identity

= Bridging between
disconnected actors

= Filling ‘structural holes’
= Creating an industry

Source: Lester R. (2009)niversities, innovation, and the competitivenedscal economies.
Industrial Performance Center, MIT, p.28, http:twait.edu/ipc/publications/pdf/05-010.pdf

Some of these pathways are common to economiediffignent core industries,
and some are unique to the regions. For exaragleggation/manpower developmeénts
valuable for the economy awdustry transplantatiomndupgrading mature industry
economy Forefront science and engineering reseaattdaggressive technology

licensing policiesare unique and critical fareating new industries economiesd

12



bridging between disconnected act@®s distinctive for the economy disersifying old
industry into related newThese unique and common pathways for economies with
different industrial structures imply the existeméainiversity products that, in addition
to teaching and research, include faculty conggiltpublications, and collaborative
research.

A large body of literature placing universitiestive center of state and regional
economic development strategies was developeceipublic policy and political science
fields. In the late 1980s and early 1990s Robéingdon analyzed the formation and
effectiveness of state science and technologyyalic continued this research later at
the Progressive Policy Institute. Based on a @egysis of six state'sin his earlier
work Atkinson stressed:

“Support of university scientific research, traigim advanced skill

occupations, and R&D support can all play a rolsmaneasing the rate

of technological innovation. Thus, it is reasonablexpect that when

faced with economic distress and restructuring atest and in

particular, industrial states, will adopt scienoée &chnology policies”

(Atkinson, 1989, pp.46-47).

Writing extensively on the history of American uersities and state science and
technology policies, Roger Geiger points that, during the last two desathe
relationship between the federal government, acajeand industry has been redefined.
Geiger and Sa (2005) examine state-level poliaefostering economic development by
using university expertise to promote technologisabvation. They conclude that the
economic contribution made by universities lies oy in the production of

economically relevant research, but also in then&dion of human capital and a broader

capacity to produce new knowledge. Describingedéffices in the states’ science and

* Illinois, Indiana, Massachusetts, Michigan, Newk,@and Pennsylvania.
® Geiger (1986, 1993, 2004a, 2004b).
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innovation policies, the authors emphasize thabtiteomes of universities’ research and
commercialization activities, especially “createngd sustaining knowledge intensive
industries... [are highly] relative to the qualitytbe university” (p.19).

Feller (2004) and Romer (2001) warn about focusimgmuch on just one side of
higher education — promoting research capabildgfasiversities. They advocate for
improving whole educational systems of states uhialg schools and public universities.
Feller advises, “States that are either unablenaiilling to provide that financial support
necessary to maintain competitive higher educatystems are likely to fall behind in
longer-term efforts to develop nationally compegatknowledge-based production
(Feller, 2004, p. 141). Romer (2001) points oat fiederal and state governments are
too focused on increasing demand through develagacigcommercializing innovation
and should consider the availability of supplylod scientists and engineers to respond to
that demand.

Several national policy organizations strongly supghe redefined roles of
American universities in creating wealth and sttbaging the competitiveness of
regional, state, and national economies. The dbancCompetitiveness fostered the
initiative on Clusters of Innovation led by Michd&brter (Porter, 2005). In a series of
publications® the Council emphasizes the strong input of unitiessin creating
innovative capacities, which results in increasahgetitiveness of regional economies
and the prosperity of their citizens. Studying tégional innovation environments
(Innovate America, 2004), the organization promatesactive role of academia in

technology-based economic development and stromgemtions between universities

® Innovate America, 2005; Regional innovation naiqurosperity, 2005; Governor’s guide to cluster-
based strategies for growing state economies, 2006@perate: A practitioner’s guide for effective
alignment of regional development and higher edanaf008.
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and all elements of innovative ecologies. Thisaorgation is rejoined in their effort by
the National Governors Association and the Natidwssociation of State Universities

and Land-Grant Colleges.

1.2.2 The Concept of University Products

Paytas and Gradeck (2004) examine the scope oérsities’ economic
engagement in local economies in their case studieght universities. They assess the
breadth of involvement of universities with theagions and local communities and
conclude that for a university to play an importeoté in the development of industry
clusters, it “must be aligned with regional inteésesnd industry clusters across a broad
spectrum, not just in terms of technical knowledg&e characteristics of the clusters are
as important, if not more important than the chimastics of university” (p.34).

Goldstein, Maier, and Luger (1995) develop a setrofersity outputs that is also
broader than the traditional understanding of uisitye products, which includes only
skilled laborandnew knowledgéFigure 4). Their framework distinguishes between
knowledge creation and co-production of knowledgeastructure, human capital
creation, and technological innovation and techgploansfer.

This model adds a new and very important undergtgraf leadership value and
regional milieu. This framework was operationalizgy Goldstein and Renault (2004)
and tested with the modified Griliches-Jaffe prddarcfunction. Goldstein and Renault
find statistically significant impact of multiplentversity products on regional economic

development outcomes.
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Figure 4. University Outputs and Expected Economitmpacts
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Source: Goldstein H., Maier G., Luger M. (199%)e university as an instrument for economic and
business development: U.S. and European comparisdh. Dill & B. Sporn (Eds.)Emerging
Patterns of Social Demand and University Reformmotigh a Glass Darkly. Issues in Higher
Education Tarrytown, NY: Elsevier Science li

According to Hill and Lendel (2007), higher eduoatis a multi-product industry
with seven distinct products: (1) education, (2)tcact research, (3) cultural products,
(4) trained labor, (5) technology diffusion, (6 wnknowledge creation, and (7) new
products and industries. These products becomketadle commodities that are sold
regionally and nationally or they became part cégion’s economic development capital
base. Growth in the scale, quality, and varietthese products increases the reputation
and status of a university. An improved, or superneputation allows a university to
receive more grants and endowments, attract ksttidents, increase tuition, conduct

more R&D, and develop and market more productds fidinforcing mechanism
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between a university’s reputation and universitgyducts transforms universities into
complex multi-product organizations with a complgzthmanagement structure and
multiple missions. A university manages its pditf@f products as defined in the
university’s mission statement and expressed thrdlg university functions and
policies.

Each university interacts with the regional econ@sayepresented by local
businesses, government agencies, and the regoeia and business infrastructure. The
actual interaction is based on its set of prodantstheir value to the region. The
university can create sources of regional competiidvantage and can significantly
strengthen what Berglund and Clarke (2000) idesdifis the seven elements of a
technology-based economy: (1) regional, universdged intellectual infrastructure — a
base that generates new ideas, (2) spillovers @ivladge — commercialization of
university-developed technology, (3) competitiveygibal infrastructure, including the
highest quality and technologically advanced tel@omnication services, (4) technically
skilled workforce — an adequate number of highijleskk technical workers, (5) capital
creating adequate information flows around souoé@svestments, (6) entrepreneurial
culture — where people view starting a company @siine rather than an unusual
occurrence, and (7) the quality of life that corfresn residential amenities that make a
region competitive with others.

The impact of the university products on thesediacbf economic development
is hypothesized as a framework for this dissemadiod illustrated in Figure 5. The
underlying assumptions are that each universitgyecbcan be an asset used by a

regional economy or can be sold outside the regenerating regional income. Each
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university makes a choice about what product valblpriority to produce and sell.
These priorities are expressed through the uniyaersssion, budget resources assigned
to development of each product, and leadershipctieagites policies to implement
university goals.

It is frequently asserted that the greatest coutiob to economic growth and the
largest stream of benefits to the region can caora fleveloping and commercializing
new products. The completion of this task, howgreguires immense and consistent
expenditures over a significant period of time. Tingestments need to be made while
acknowledging the risk that the results of thersidie research will be deployed outside
the regional economy. Higher education can havatamative impact on a region
through the labor market, by creating a deep pbblghly skilled specialized labor that
attracts new employers and revives the existing@euc base. Whether a region invests
primarily in developing and commercializing new gots or strengthens the region’s
workforce and physical infrastructure is determibgdcomplex interactions among
regional players, including the research university

Figure 5 shows how the constructs discussed irs#uon are inter-related in a
comprehensive framework of regional economic dgyelent. To provide an
understanding of the economic performance of areginiversity research should be
considered in conjunction with all university pratkias well as industry research and
knowledge transfer mechanisms. The regiamallectual infrastructure (2andskilled
workforce (1)provide a sufficient level of special knowledgebezome recipients of

knowledge spillover and new technology diffusiddverall, theknowledge spillover
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culture (3)of the region becomes an environmental paun¥ersity-industry

partnershipghrough research and development. Togetherladidl and state

Figure 5. Interaction of University Products and he Elements of Technology-Based

Economy
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government policiepromoting investment in innovative activities aupporting the

flow of venture and angehpital (4) other regional institutions and unique regional

characteristicyincluding but not limited tehysical infrastructure (5)

telecommunications, ameégional amenities [quality of life (7)Jare the elements of

institutional enablerghat all together create a regioeakrepreneurial culture (6)

towards innovation. This culture is very diffictidt assess. It can be operationalized

through the acceptance of diversity and toleraridailore — two concepts that are also

difficult to measure.

Theinstitutional enablersandregional industrial organizatioronstitute the

environment of regional demand for university pratdu Only if this demand exists and
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is supported bynstitutional enablerand appropriatendustrial organization

(competitive business environment, anchor compaasigsepreneurship, industrial
specialized clusters and diversified economy),wamersity products be deployed
regionally. The final consumers of university puots vary from regional companies and
institutions (fortrained labor contracted researgmew productandnew technologigs

to population ¢ultural product$ and regions as a wholegw industrieandnew
knowledgég Not all university products can be deployedaeglly. Depending on the
market niche of each university, some universitydpicts compete on the national and
global markets. However, regions benefit fromphesence of research universities
because at least a part of university productsalwhys be consumed locally.

Although the interactions of the university produand the factors of regional
technology-based economic development are condgptlear and plausible, the
statistical assessment of the impact of each sepangersity product on regional
development outcomes is almost impossible. Sthateg-relations of university products
and the bundled nature of their effect on regi@talnomies leads to over estimation of
the outcome variables, such as change of employanaftange of output. For example,
participation of students icontracted researcts part of theieducationand a part of
knowledgecreated in the university. In a similar wagucationaffects several factors of
the regional environment; at the very least it@Baegional characteristics such as
skilled workforceandknowledge spillover The following section addresses the dilemma
of the bundled nature of the impact of researcheamities on corresponding regional

economies. It presents the variables that reftecpresence of research universities and
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analyzes the results on the impact of a researnsensity’s presence on change of

metropolitan employment.

1.3 Model of Research University Presence in Regiogahémy

There are a number of challenges in measuringiteidual impact of each
university product on the regional economy. Seueméversity products are inter-related
and are bundled in their nature. It is difficdtseparately assess the impact of these
products on the regional economy. The productsdiaely correlate in their impact on
regional economic outcomes are university resea@, knowledge, and technology
diffusion. Conceptually these three products cdiabn the same continuum (if
developed across a common technology field) fromatong knowledge to the transfer of
knowledge to the regional economy. The produatsbeaidentified by their positions
along that continuum and by the function of a ursitg regarding the product
(conducting research, obtaining intellectual propaghts of an invention, or consulting
a company on transferring new technology and aergatiproduct prototype or improving
a production process). However, all three couldthad alone products and can
differentiate universities by specialization infdrent technologies and different
functions.

A large portion of academic research in the UnB8éates is conducted by a small
number of top research universities that have éxaeleputations not only for their
Ph.D. programs, but for all university productsreation of new knowledge,

development of new products and industries, fastrtelogy transfer, highly trained
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graduates, contracted R&D, and even, at times, jpi@mhsports teams. A majority of
these universities (97 of the NSF’s top 100, rartkedniversity R&D expenditures) are
located in metropolitan areas with large economidse positive effects of
agglomeration economies of scale on the proceksmfledge-transfer from universities
to companies reinforce the impact of top researsheusities on regional economic
outcomes. Large-scale economies with a high cdratéon of companies and industries
create more demand for university products, hasfent@logical diversity, and provide
better infrastructure for developing innovationnikgrsities, in turn, can respond with
better university products because of more oppdartsito cooperate with local
companies, conduct joint research, consult, traidents through internships, and
communicate ideas among academics and practitioners

According to the conceptual framework of thissdigation, the top research
universities affect regional economies by offerihgir products, which include: (1)
education, (2) contract research, (3) trained la@rtechnology diffusion, (5) new
knowledge, (6) new products and new industries,(@hdultural products. Regional
economies absorb the university products and ingtbeg elements of a technology-
based economy: (1) skilled workforce, (2) intelledtinfrastructure, (3) knowledge
spillovers, (4) capital, (5) physical infrastruau(6) entrepreneurial culture, and (7)
quality of life (Figure 5, p.18). The interactiobstween the universities’ products and
the elements of a technology-based economy ocahimathe economic environment
described by a specific regional industrial orgathan reflecting the level of
specialization and diversification of the regioaebnomy, presence of large companies,

local competition, and entrepreneurial culture pilaved elements of a technology-based
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economy provide better input resources for comsawidch enable them to increase
their productivity and, as a result, positivelyeaff the aggregate regional economic
indicators. While the university products are deddn their impact on the factors of a
technology-based economy, the mere presence staneh university in a metropolitan
area should indicate that the region is takingdaraaced path in economic development.
Anecdotal evidence suggests this is the case foesegions with prominent research
universities. However, the question of whethes ttue for any metropolitan area that is
a home to a research university or whether it peddent on the scale of research activity
or any other university products, remains unansgere

The following section presents the research goest@nd hypothesis about the
significance of the mere presence of research sitigs in metropolitan areas, explains
a research model and specific variables, and cdaeslwith a discussion about the impact

of research university presence on regional econouotcomes.

1.3.1 Research Question and Hypotheses

A number of studiésranked research universities and graduate proguaing a
variety of indicators and assumed that a highexaieh quality rank approximates greater
university impact on the regional or state econoriynajority of studies that assess the
impact of university products on regional econonaielsnowledge the bundled nature of
university products and the difficulty in disentéing their effect and separately

attributing it to each product (Goldstein & Druck2006; Goldstein & Renault, 2004).

" Coupe (2003); Macri, J., & Sinha, D. (2006); Mil@ien, & Peebler (1996); Webster (2001).
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Despite this realization, each product is frequeetitered separately in impact models
and then the effect of each product is summeddesasthe total impact. These types of
assessments result in the overestimation of theathwapact of universities on regional
economies (Hoffman, 2007).

Prominent universities that belong to top 20 or%0pas ranked by Carnegie
Foundation for the Advancement of TeachindgJdB. News & World Report
classification of research institutions are oftelested by scholars for their studies. Leef
and Sanders (2000) used in their study the nunfiqanestigious universities counted
based on th&).S. News & World Report®ur-tier ranking. The authors questioned
whether spending on higher education really cotedléo economic growth. They
compared states to the national average using mesagfieconomic growth and the state
per capita spending on higher education. LeefSamtlers also counted the number of
“top-tier” and “national universities” within cohtsr of “High-Growth” and “Slow-
Growth” states and concluded that the presencerektigious” universities is not a
necessary condition for fast economic growth, ha a sufficient condition to prevent
states from poor economic performance.

Beeson and Montgomery (1993) used the number efdtsa science and
engineering programs in Assessment of Research-Doctorate Programs ionited
State€ Surprisingly, the authors found that among 2Eh8ard Metropolitan Statistical
Areas (SMSAs), incomes increase with university R&Dding and decrease with the

number of science and engineering programs rat#deeitop 20 in the country. Although

8 Unfortunately, authors did not specify a citatfonthis publication, but most likely they refertte study
of the Conference Board of Associated Research €IsU/{CBARS) sponsored by the American Council
of Learned Societies, the American Council of Edioca the National Research Council, and the Social
Science Research Council (CBARC, 1982).
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the model indicated statistically significant redaships between the incomes and
university characteristics variables, after testshe standard error estimates, the authors
noted that the OLS estimates may overstate théfisgmce of these relationships,
especially because none of the university charatits were statistically significant

when included in the equations individually (Beegolontgomery, 1993, pp.755-756).
There could be another reason for the insignifieasfcdhe individually included

university variables. The real effect of the umsrgy products is difficult to assess when
they are including only one is used in a statifiieadel. The common input or output
measure of multiple products might be necessasyatistically estimate the impact of
universities on regional economies. There aredotes and case studies describing the
effect of prominent research universities on thegional economies. However, there is
no statistical assessment showing the effect optasence of research universities on the
regional economic outcomes across a large sampleamiverse of metropolitan

statistical areas.

Research Question

The main research question addressed in the fallpsection asks whether the
presence of a top research university (or uniiesihas a meaningful economic impact
on a metropolitan region. Due to the bundled matiithe university products and their
cumulative effect on the regional economy, the npeesence of a research university
should cause a departure of the regional econoat@mes from the national trend and

should show regional performance above cyclicaheatdc changes. A complementary
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guestion asks whether the presence of any reseangérsity has an impact on the
regional economy. Does any research universityabeounts for products associated
with R&D spending (new knowledge, contracted reseaand technology diffusion)
have an impact on regional economic outcomes, asigecific scale of university
products (reflected, for example, in the level &MRspending) needed to make the
regional economy vary from its long-term developbhteend? What is the level of
university R&D expenditures needed to create atppeseffect on regional economic
outcomes?

The answers to these questions should be of intergevernment officials who
create public policies tying university researchetchnology-based economic
development and promoting state and federal spgrafiruniversity research. These
answers should also be of interest to the genetdlqwho pay taxes and expect

economic returns from this expenditure.

Hypotheses

The set of hypotheses in this chapter discussesihect of the presence of a
research university (or research universities)ltange in metropolitan employment.
+ (Ho) The presence of a research university (oramebeuniversities) within a

region has no positive effect on change of totgbleyment.

+ (H1) The presence of a research university (oramebeuniversities) within a

region has a positive effect on change of totallegmpent.
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It is expected that not only the mere presencesgarch universities, but also a certain
scale of R&D expenditures that approximates a mahiewvel of university products

related to R&D, creates a meaningful economic ihpaaegional employment.

1.3.2 Research Model and Policy Variables

The main policy variable, the presence of a reseantversity (or research
universities) in a metropolitan area, is operatiized in the research model by two types
of variables: dummy variables and categorical \dei®a The dummy variablé&esearch
University PresencéRUP) reflect the presence of at least one rebaariversity in a
metropolitan area. There are several pairs of dywamnables that were tested in the
research model:

- RUP: this variable equals 1 if at least one researversity from the sample of
742 research universities participating in the dlal Science Foundation
survey of research universities between 1987 a®d@ Whs in a metropolitan
area; otherwise, this variable equals 0.

- RUP150: this variable equals 1 if at least onearsdeuniversity from the
sample of the top 150 research universities rabietie average of their total
R&D expenditures during the period of time from T98 1997 was in a
metropolitan area; otherwise, this variable eqQals

- RUP100: this variable equals 1 if at least onearsdeuniversity from the
sample of the top 100 research universities rabietie average of their total
R&D expenditures during the period of time from T98 1997 was in a

metropolitan area; otherwise, this variable eqQals
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- RUPA50: this variable equals 1 if at least one meteaniversity from the sample
of the top 50 research universities ranked by ttegage of their total R&D
expenditures during the period of time from 19871997 was in a metropolitan

area; otherwise, this variable equals 0.

The policy variable constructed to answer the netequestion about the scale of
R&D expenditures that can approximate a cumulatiygact of the university products
on the regional economy is operationalized by categl variables. The second group
includes policy variables constructed from a sub$éhe top 150 research universities
identified by their average annual R&D expenditdresn 1987 to 1997. The R&D
expenditures of the 150 research universities wenemed across metropolitan areas
where these universities are situated. Then théreaum of the 361 metropolitan areas
ranked by the total R&D expenditures of the 15@aesh universities was divided into
six groups (variables ONE through SIX) establishgdhe natural breaks of data.
Metropolitan statistical areas within each grougd haertain level of total university
R&D expenditures because of either one or sevesaarch universities across the MSA.
For example, metropolitan areas in group FIVE hastage annual university R&D
expenditures of more than $502.5 million acrossiaiversities located in each of these
MSAs. Metropolitan areas in group FOUR had a lefelverage annual university R&D
expenditures between $250.4 and $209.1 million fi@&7 to 1997. Metropolitan areas
that had at least one research university fronsthiset of the selected top 150

universities or had annual average university R&penditures below $87.5 million
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belong to group FIVE. According to this divisidhe following variables were tested in
the research model:

- FIVE: MSAs with more than $502.5 million in averagenual R&D spending

from 1987 to 1997,

- FOUR: MSAs with between $250.4 and $209.1 million;

- THREE: MSAs with between $187.2 and $156.3 million

- TWO: MSAs with between $119.2 and $87.5 million

- ONE: MSAs with less than $87.5 million.
The research model to test the impact of unive@#gence on regional employment
change included university and industry R&D expaméis and the path-dependency

variables describing the previous performance refgeon (1):

RO =a,+a,RUP +a,PR +a;H, +¢

R ' &

Regional Policy Path
employment  yariable dependency
where:

« RO, is a percentage change in employment in region

»  RUPB is a dummy variable of research university presencegionj .

« PR, is the size of industrial R&D in regiop.

- H, is path dependency represented by variablesefiact the previous

performance of regior) .
The presence of research universities is also ssddsy the model constructed over the

different phases of the latest business cycle. dependent variables in this model are
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the percentage change of employment over the eiqrapkase of the business cycle
(from 1998 to 2001), the contraction phase of th&ress cycle (from 2002 to 2004),

and over the entire time period (from 1998 to 20@%)

RO =a,+a,RUP +a,PR +a.E;, +a,RCM, +a;RS +a;RD, +a,RL, +a,H, +g,

- ~ o

. . . Path
Regional ~ Policy variable Regional Industrial Organization dependené)g)
employment

where:

- RO, is a percentage change in employment in regimver business cycle

segment.

- RUPB is a dummy variable of the research universitysenee in a region

from the subset of the top 100, 87, and top 5Carebeuniversities.

- PR, is the size of industrial R&D in regiop.

- E, is avariable characterizing level of entrepreskipr in regionj .

- RCM, is the level of competition in regiop.

- RS is the specialization of the regional industries.

- RD; is the diversification of the regional industries.

- R, reflects the presence of establishments with rti@e 1,000 employees
(approximates a presence of large companies) inneg.

- H, is path dependency represented by variablesefiact the previous

performance of regior) .
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The source of data for calculating the policy Viales is the National Science Foundation
(NSF) Survey of Research and Development Experaditat Universities and Colleges,
which is conducted annually by the NSF Divisiorbafence Resources Statistics (SRS).
The averages of the annual R&D expenditures wdoelleded across the 14 selected
scientific and technology fields most often aftiéid with technology-based economic
development. These fields are:

1. Aeronautical and Astronautical Science

2. Bioengineering/Biomedical Engineering

3. Chemical Engineering

4. Electrical Engineering

5. Mechanical Engineering

6. Metallurgical and Materials Engineering

7. Materials Engineering

8. Chemistry

9. Physics

10. Other Physical Sciences

11.Computer Sciences

12.Biological Sciences

13. Medical Sciences

14.Other Life Sciences.
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The universe of the NSF survey of R&D expenditaesniversities and colleges
in 14 science and technology-related fields inctualeout 550 universities annually.
Although the list of universities responding tosteurvey changes every year, the
population of universities that responded to thivsy at least once between 1987 and
1997 s greater than any number of universities thspoaded to this survey for any
given year. Removing from the population thoseversities that had annual R&D
expenditures below $100,080n any year between 1987 and 1997 brought thetafun
research universities included in the databasth®calculation of university R&D
expenditures to 742.

More methodology details on operationalization ealdulating the variables are
presented in Appendix B. The hypotheses are téstednning cross-sectional multiple
regression models on a universe of 361 metropdditatnstical areas using the December

2003 boundary definitiof?

1.3.3 The Impact of University Presence over the Busiidsde

The research university presence variables shaatigtecally significant effect
on the percentage change in total regional emplaychgéring the expansion phases of
the business cycle, from 1998 to 2001 (Table he first equation tested the presence of

at least one research university in a metropobtatistical area from the universe of 742

° Collected from the Integrated Science and EngingéResource Data System maintained by the National
Science Foundation (NSF) at the Library of Congi¥sbCASPARhttp://webcaspar.nsf.gov

12 The methodology of collecting university R&D déta NSF’s university survey changed in 1998, which
makes it impossible to compare 1998 data to prewears.

" Measured in nominal dollars of the assessment year

12 OMB Bulletin No. 03-04. Statistical and Sciencdi®oBranch, Office of Information and Regulatory
Affairs, Office of Management and Budget.
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Table I. Influence of Research Universities Presee on Regional Employment, 1998-2001

Variable 1998-2001 Employment percentage change
Variable name RUP [RUP150| ONEFIVE FIVE FOUR |THREE | TWO ONE
Constar Coefficien -0.606 3.338 -0.328 | -0.382 | -0.472 | -.0366 | -0.476
POLICY VARIABLES
Presence of research univers RUR  Coefficien] 0.556
t-statisti¢ 1.987**
Presence of 150 research univers RUP15( Coefficien 0.767
t-statisti 2.193*
University presence by R&D expendity ONEFIVE Coefficien 0.647
t-statisti 3.94 3%
University presence by R&D expenditures: group| FIVE| Coefficien 2.805
t-statisti 2.172*
University presence by R&D expenditures: group FOUR Coefficien 2.884
t-statisti 3.182%x*
University presence by R&D expenditures: groupd THREH Coefficien 2.491
t-statisti 3.747%*
University presence by R&D expenditures: group| TWO| Coefficien 1.547
t-statisti 2.694r+*
University presence by R&D expenditures: group ONE Coefficien 1.91
t-statisti 0.234
Industry R&D spending, percentage change 1987 IRD8797 Coefficien|] 0.003 | 0.003 0.003 0.003 0.003 | 0.003 | 0.003 | 0.003
t-statistiq3.778**|3.614**| 3.780** | 3.436*** |3.518***|3.671*** |3.561*** |3.637***
PATH-DEPENDENCY VARIABLES
Employment growth rate 1982+ E828¢ Coefficien] 0.122 | 0.147 0.141 0.150 0.151 | 0.145 | 0.147 | 0.147
t-statistiq7.115***|7.419%*| 7.191** | 7.573** |7.690%* |7.398** | 7.416*** |7.427***
Employment growth rate 1987- E8791 Coefficien] 0.055 | 0.132 0.139 0.143 | 0.138 | 0.137 | 0.138 | 0.137
t-statistiq4.266***|5.231**| 50575** |5.611** |5.505%** |5.495%* |5,470** |5.411**
Employment growth rate 1992+ E92971 Coefficien] 0.124 | 0.092 0.98 0.095 0.097 | 0.099 | 0.095 0.10
t-statistig3.027**|3.386** | 3.677** | 3.510%* | 3.599*** | 3.697*** | 3.510*** |3.717***
Employment growth rate 1998+ E980] Coefficien
t-statisti
R Squar| 0.311 | 0.366 0.384 0.366 | 0.375 | 0.382 | 0.370 | 0.384
Adjusted R squa| 0.299 | 0.357 0.376 0.357 | 0.366 | 0.373 | 0.361 | 0.370

* significant at the .10 confidence level ** sifioant at the .05 confidence level *** significaat the .01 confidence level

Number of observations metro group = 361
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research universities that have more than $10Q0&&D spending in at least one of 14
science and technology-related fields most oft@o@ated with technology-based
economic development in any year between 1987 88d.1The dummy variable of
university presence is statistically significanbae the 95% critical value and positively
associated with the percentage change of total@myant across the universe of the
metropolitan areas in the United States.

The percentage change of industry R&D spending theesame period of time,
from 1987 to 1997 is strong and statistically digant above the 99% critical value. It
is also positively associated with the growth daatoegional employment over the
expansion phase of the business cycle. The pesgiationships of the R&D spending
variables with the dependent variable suggesthigapresence of research universities in
regional economies creates a positive impact ogitbeth of regional employment.
Accounting for industry R&D expenditures suggebett uiniversity R&D activity and its
related university products have a role in develgpnnovation and deploying its results
within the regional economy independent from pevatustry.

The path dependencies in employment growth (laggpeéndent variables
constructed over the previous phases of the busityesde) are statistically significant
and positive during the expansion phase of thenlessicycle (the critical value of the
lagged values of employment growth rate exceeds) 99%e statistical significance of
the path-dependency variables representing hisiqguerformance of the regional
economy assures that the performance of the relgg@paomy over the expansion phase
of the business cycle, from 1998 to 2001, is dutégolicy R&D expenditures

variables. It confirms that the effect of univeygresence on employment growth is a
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departure from the long-term regional trend of gloand verifies that the departure
from the regional trend is not simply due to cyalieconomic fluctuations.

Similar results are shown from the model that idekithe presence of the top 150
research universities as a policy variable. Theausity presence and the industry R&D
spending variables are statistically significanth&t 95% and 99% critical value,
respectively, and they are positively associatetl employment growth across the
universe of the metropolitan statistical areaseseitwo models do not allow to disprove
the null hypothesis that assumes no impact of resamiversity presence on
metropolitan employment growth during the expangibase of the business cycle. On
the contrary, the model results suggest the pes#issociation between the university
products operationalized by research universitggmee and regional economic growth.

Columns two to six in Table | (hamed ONEFIVE, FIMEDUR, THREE, TWO,
and ONE) show the results of testing universityspree described by the categorical
variables indicating the place of metropolitan are&hin the groups categorized by a
university R&D expenditures scale. The columnsEEg TWO include a corresponding
categorical variable as a dummy variable on thgarse of metropolitan statistical
variables. For example, the model FIVE tests thiey variable of research university
presence that is equal to 1 if a metropolitan Aesamore than $502.5 million in average
annual R&D spending from 1987 to 1997 and is etpakro for all other metropolitan
areas. Similarly, each model, from the model ilmem FOUR to the model in column
ONE use the dummy policy variables of the researshersity presence that equal 1 if a
metropolitan area belongs to corresponding intarvalverage annual R&D spending

from 1987 to 1997 (see the description of the poliariables on pp. 26-27) and is equal
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to zero for all other metropolitan areas. The nhpdesented in a column ONEFIVE
includes university presence as a categorical briaith five categories describing five
intervals of university R&D expenditures scale.

Four models with the dummy policy variables (colenfitVE through TWO) and
the model with the categorical policy variable (suh ONEFIVE) show positive and
statistically significant relationships between thversity presence variables and
employment change during the expansion phase dfubi@ess cycle. All policy
variables are statistically significant at the 9&#6 99% critical value. The model
ONEFIVE shows that it is impossible to disprove il hypothesis stating that there is
no impact of research university presence on regiemployment. It strengthens the
argument that, on the universe of the U.S. stafisihetropolitan areas, research
university presence makes an impact on regional@myent growth during the
expansion phase of the business cycle.

The models FIVE through TWO show strong and sta&ily significant impact
of university products associated with the cumutatinnual average university R&D
spending above $87.5 million (for the metropoligaaas that belong to groups FIVE,
FOUR, THREE, and TWO). Below that level of R&D exylitures, the university
products did not generate a meaningful economi@anpn regional employment.

Industry R&D spending was positive and statisticalgnificant through all of the
models at the 99% critical value. All path deperaies in employment growth were
statistically significant and positive during thegansion phase of the business cycle as
well. The statistical significance of the path-édegency variables confirms that the

departure from the regional trend is due to theensity and industry R&D spending and
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not simply due to cyclical economic fluctuationll statistical models presented in
Table I explained from 30% to 37% of variation gpendent variables.

The results of university presence operationalzed policy variables RUP,
RUP150, and ONEFIVE (Table Il) demonstrate the misesults of the statistical
significance of the policy variables on employmeiminge over the contraction phase of
the business cycle (from 2002 to 2004) and foret@e time period (from 1998 to
2004). The results of the model with the presericd least one of the top 150 research
universities in a metro area (column RUP150) aeduthiversity presence as the
categorical variable (column ONEFIVE) indicate ttta top research universities and
universities in metropolitan areas with signific&&D expenditures had statistically
significant and positive impact on regional empl@yreven during the recession.
Having merely any research university in a regmpefationalized by the research
university presence variable) did not create amecocally meaningful impact on
regional economy from 2002 to 2004 as this varigds not statistically significant even
at the 90% critical value.

Neither of the policy variables was statisticallyrsficant over the entire time
period. Similar to the results of other modelshiis dissertation, the lack of statistical
significance illustrates that research universitiage a different type of the impact on
regional economies over the different phases obtlstness cycle. The impact of
research universities on regional economic outcamesry strong in the expansion
phase of the business cycle. During the contnagiftase of the business cycle, only
prominent research universities had strong andstatly significant impact on regional

economies; there are no statistically significattionships between the presence of
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Table 1. Influence of Research University Preseneon Regional Employment, 2002-2004 and 1998-2004

2002-2004 1998-2004
Dependent variable:
percentage change of
Variable employment RUP RUP150 | ONEFIVE RUP | RUP150 | ONEFIVE
Constant Coefficient -0.997 0.548 4.109 -1.443 -2.061 -2.839
POLICY VARIABLES
Presence of research universit RUP Coefficient -0.243 -0.339
t-statistic 1.045 -1.43
Presence of 150 research universif RUP150 Coefficient 0.941 -0.502
t-statistic 3.022%** -0.755
University presence by R&D expenditurf ONEFIVE Coefficient 0.564 0.095
t-statistic 3.923*** 0.312
Industry R&D spendingpercentage change 1987-19| IRD8797 Coefficient 0.001 0.001 0.001 0.003 0.004 0.004
t-statistic 0.588 0.807 0.911 3.299*** | 2.258** 2.318**
PATH-DEPENDENCY VARIABLES
Employment growth rate 1982-8 E8286 Coefficient -2.059 -0.059 -0.06 0.271 0.27 0.269
t-statistic| -4.997*** -2.024** -3.344*% | 7.338*** | 7.405** | 7.342%**
Employment growth rate 1987-9 E8791 Coefficient -0.475 -0.045 -0.036 0.28 0.285 0.282
t-statistic| -3.746%** -3.502%** -1.607 5.759** | 6.150*** | 6.099***
Employment growth rate 1992-9 E9297 Coefficient -0.061 -0.082 -0.074 0.19 0.195 0.193
t-statistic| -3.998*** -4.188*** -3.174** | 3.666*** | 3.926*** | 3.887***
Employment growth rate 1998-0 E9801 Coefficient -0.447 -0.189 -0.21
t-statistic| -5.338*** -4.188*** -4.618***
R Square 0.326 0.266 0.278 0.372 0.373 0.372
Adjusted R squarg 0.312 0.253 0.266 0.364 0.364 0.363

* significant at the .10 confidence level
Number of observations metro group = 361
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research universities that do not belong to thecdadf the top 100 research universities
identified by the amount of R&D expenditures andremmic outcomes. It is possible
that the effects of research universities on reglieconomies over the expansion and
contraction phases of the business cycle cancedamlt other when assessed over the
longer period of time that captures both phases.

The pattern of signs and statistical significantmaustry R&D spending over
the different phases of the business cycle anéihiee time period is also consistent with
other models in this dissertation and suggestspifinzdite R&D spending is more
sensitive to economic downturns than university R&d@nding. The industry R&D
spending variable was not statistically significemeither of the models describing the
contraction phase of the business cycle. Thisab&iwas very strong and positively
associated with employment change over the emtire period.

The employment growth rates were statistically isiggnt both in the models
capturing the contraction phase of the busineske @&w over the entire time period. The
negative regression coefficient of the path-depeogeariables in the contraction phase
suggest that regions with declining employmentm periods of time prior to economic
downturns declined even more during the 2002-2004 period.

Testing research university presence in the madlibcludes characteristics of
regional industrial organization provides an aadiéil argument for the positive impact
of university presence on metropolitan employméabfe IlI). The policy variables
tested within this research framework attemptedettermine the threshold of the number
of prominent research universities that have amacacally meaningful impact on

regional employment. The results of the modelgesgthat even smaller groups of the
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Table 1ll. Impact of Top Research Universities orRegional Employment over the Business Cycle

Variable Dependent variable: percentage change of employment
Variable name 199¢-2001 2002-2007 199¢-200<
POLICY VARIABLES Coefficien| -0.63¢ -0.62¢ -0.771 -0.47¢ -0.471 -0.43¢ -1.217 -1.31¢ -1.42¢
Top 100 research universities RUPLOQGoefficienf 1.215 1.301 -0.432
t-statisti¢  1.931* 2.171* -0.340
87 research universit| TOP87 Coefficien 1.114 2.563 -1.526
(R&D groups ONE through FOUR) t-statistid 1.891* 3.567** -0.459
Top 50 research universitjes RUP5Coefficien 1.161 2.211 -1.766
t-statistig 1.240 2.880** -1.090
Industry R&D spendingpercentag IRD8797 Coefficienf 0.003 0.003 0.003 0.0004 0.0004 0.0004 0.008 0.003 0.003
change 1987-1997 t-statisti¢c  2.170** 2.060** 1.98* 0.13 0.135 -0.050 1.350 1.356] 1.400
REGIONAL INDUSTRIAL ORGANIZATION VARIABLES
Ratio of regional bus est to U.S. bus|estOMP8897 Coefficienf 0.119 0.126 0.121 -0.081 -0.081 -0.08L 0.22 0.236 0.230
percentage change 1988-1997 t-statisti¢ 3.748=* | 3.828%* | 3,570%* | -3.,001** | -3.091* |[-3.030°* | 4.130%* | 4.139%* | 4,175%*
Number of large establishmeni®98¢ LRG88 Coefficienf -0.254 -0.254 -0.252 0.248 0.277 0.25% -0.80p ®.82 -0.813
t-statisti¢ -3.245** | -3.235%* | -3.180*** | 3.470** | 3.970** |3.880** | -5.920** |-4.960*** |-5.961**
Single-establishment staups normalized ENT9Q Coefficienf 0.004 0.004 0.004 -0.001 -0.001 -0.001L 0.008 0.008 0.008
population 199 t-statisti¢ 3.321** | 3.521** | 3.410** -0.580 -0.580 -0.630 39D** | 3.490%* | 3.590**
Industrial specialization1987 SP8|7 Coefficient -0.026 -0.026 -0.021 0.026 0.026 0.022 -0.03p .04 -0.028
t-statisti¢  -0.970 -0.965 -0.780 1.164 1.164 1.023 -0.82p ©.62 -0.593
Industrial diversification 1987 DV8T Coefficienf 0.031 0.031 0.030 0.025 0.025 0.022 0.009 0.006 120.0
t-statisti¢  0.531 0.531 0.520 0.523 0.523 0.473 0.09 0.090 200.1
PATH-DEPENDENCY VARIABLES
Employment growth rate 198286 E828€oefficienf 0.089 0.096 0.091 -0.058 -0.061 -0.05p 0.192 0.216 0.191
t-statisti¢ 3.581** | 5.581** | 3.681** | -2.761* | -2.881* | -2.631* | 4.481** | 4.651** | 4.461**
Employment growth rate 1987491 E8T9Coefficienf 0.140 0.149 0.139 -0.010 -0.010 -0.00p 0.214 0.264 0.212
t-statisti¢ 4.751%* | 4.791** | 4.711%* -0.410 -0.410 -0.380 Ap*x | 4.252%* | 4.172%*
Employment growth rate 1992497 E929Toefficienf 0.118 0.138 0.123 -0.144 -0.144 -0.141 0.309 0.415 0.310
t-statisti¢ 3.507** | 3.827** | 3.641** |-5.071** | -5.061** |-5.000*** | 5.310** | 5.622** | 5.350***
Employment growth rate 199801 E980Coefficien -0.155 -0.155 -0.155
t-statistig -3.045*** | -3.055*** |-3.060***
R Squar| 0.381 0.394 0.37¢ 0.361 0.37: 0.36¢ 0.46( 0.46¢ 0.46:
Adjusted R squate 0.357 0.357 0.356 0.333 0.333 0.324 0.439 0.441 430.4

* significant at the .10 confidence level ** sifioant at the .05 confidence level *** significaat the .01 confidence level

Number of observations metro group = 361
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prominent research universities (top 100 reseantretsities identified by the average
annual R&D expenditures during 1987-1997, RUP10@d) &/ research universities
whose cumulative R&D expenditures placed their opailitan areas within the
categorical groups FIVE to TWO (Top87) have a stailly significant (at the 90%
critical value) and positive impact on regional éoyment during the expansion phase of
the business cycle. This impact of the prominesearch universities is even stronger
during the contraction phase of the business €162-2004), but it is cancelled out in
the models describing the entire time period (12084).

The impact of the top 50 research universitiesnfified by the average annual
R&D expenditures during 1987-1997, RUP50) showtatstically meaningful impact in
the expansion phase of the business cycle, but stadstically significant results over
the contraction phase of the business cycle (a@3B¢ critical value). This pattern of
statistical significance suggests that the mostpment research universities (top 50)
help their regional economies perform better dugagods of economic decline because
the high salaries of professors and research staitjnued R&D spending, and stable
flow of students allows them to be a stable busimegardless of economic fluctuations.

The variables characterizing regional industrrglamization (described in detall
in Appendix B) show mixed results in their statiatisignificance and the signs of their
regression coefficients. Thpercentage change in the ratio of regional business
establishments to U.S. business establishnfapfgoximating regional business
competition) is statistically strong in both phaséshe business cycle and over the entire
time period. Showing positive regression coeffitsein the expansion phase of the

business cycle and over the entire time periodregative regression coefficients during
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the contraction phase of the business cycle, stgjtest local business competition
might help the regional economy to prosper durimg$ of economic growth, but during
economic downturns employment declines are morersau regional economies with
stronger competition.

Thenumber of large establishmer{epproximating the presence of large
companies in a region) is statistically significanall models at the 99% critical value.
The signs of the regression coefficients of thisalde are positive for all models that
were run for the contraction phase of the busiogske and negative in all models
describing the dynamic of regional employment & ¢éixpansion phase of the business
cycle and the entire time period. This pattersighs suggests that the presence of large
companies operationalized as thember of large establishmerdaptures large labor-
intensive units of production in metropolitan araas estimates a negative impact of the
presence of such labor-intensive companies onmaymitcomes. These companies are
perhaps less related to innovation created in usites and are more associated with
large businesses that are loosing employment aimg) glorough restructuring. Examples
of those business establishments could be largenaahufacturing assembly plants. In
this case, the presence of large labor-intensiedumtion units create a negative effect on
regional economies, especially during the timesaainomic restructuring.

Thesingle-establishment start-ups normalized by papartgapproximating
entrepreneurial culture in a region) is anotheepwhdent variable that is positive and
statistically significant during the expansion phasthe business cycle and over the
entire time period. Regional economies that gdaexaelatively greater number of new

businesses are healthier and their population r& motrepreneurial in comparison to
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regional economies with less entrepreneurial pdimniand fewer new business
establishments. Both qualities might support conerazing university innovation and,
therefore, in addition to their own positive impacatregional employment, might
strengthen the impact of research university prasenring economic growth periods.
This variable has no statistical association withdependent variable during the
contraction phase of the business cycle. Speatadiz and diversification of regional
industrial organization had no statistically megfuh relationships with employment
change in any of the statistical models.

The statistical significance of the path-depengerariables proves the true effect
of the policy variable — research university preseproduces employment changes over
different phases of the business cycle and oveertliee time period. The results of the
model that capture the regional industrial orgamravariables suggest that the null
hypothesis cannot be disproved. This suggestgshtbairesence of research universities
in a metropolitan area creates a positive impactgional employment.

The tested statistical models cannot estimate sieegific quantitative results due
to the categorical nature of the policy variabl&bey rather suggest that these models
can be tested with better specified policy variglsepresenting one or several university
products. Later chapters of the dissertation dimeralize the university product concept

through the reputation of research universities@amdulative R&D expenditures.
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1.4 Conclusions

The new growth theory and the concepts of incrgasturns to scale, knowledge
spillovers and knowledge externalities form a b&sicreating a framework for
technology-based regional economic developmeneyEmable an understanding of the
factors that influence regional knowledge creatiod implementation of innovation into
regional economic systems.

The studies of knowledge spillovers and agglomenagiffects apply a variety of
approaches and methodologies to study the impdcatafledge. Even as they lead to a
better understanding of the impact of universities,results are often fragmented into
specific industries and geographies, primarily lisezof constraints on data availability.
However, even with this fragmentation, the empirieaults prove the significance of the
influence of university-based research on direstiohindustry R&D. This impact was
tested using intermediate results of innovatioaluding patents, start-up companies, and
growing employment and wages. The positive rolthefuniversity in regional
economic performance is evident.

However, the effect of university products on regilbeconomic outcomes is hard
to assess. New knowledge lead to inventions amthtrentions can be commercialized
and assessed by patents counts, a number of Igears®a number of spin off
companies. Other university products include gadelsi new products and technologies;
and new economic, social, and cultural regionalrenments. Deployed within regional
economies, these products create local compettivantage and help regional

companies increase productivity.
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The mechanism that explains how universities afiegional economies can be
conceptualized through the set of university préslud@hese products are outputs
purposefully created by university and strategycaléntified within the university
mission. The conceptual framework of this dissemaidentifies seven university
products that interact with the elements necedsargreating technology-based
economy: education, research, trained labor, tdofggaliffusion, new knowledge, new
products and industries, and cultural productscaBse of the bundled nature of
university products, the impact of universitiesregional economies was tested by
assessing the impact of research university presestables on regional employment
during the expansion phase of the business cyBl@8(2001). Using the results of these
models and the results of the models that asséissechpact of university presence over
the different phases of the business cycle andtbeeentire time period (1998-2004), the
null hypothesis could not be disproved.

The pattern of the statistical significance of pplvariables and the signs of their
regression coefficients suggests that the presein@search universities has a positive
and economically meaningful effect on metropoliég@onomies. This effect seems to
differ depending on the scale of university R&D ergitures and suggests that the most
prominent research universities have a strongeaatngn their regional economies when
compared to the universe of research universitiasdonduct R&D activities in
technology-related fields with the scale of anrexgenditures at least of $100,000
annually.

The statistical results of this research emphabiegetrategic importance of

universities for technology-based economic devekpm Engaged in producing new
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knowledge, creating human capital, and conductwdgstry-relevant research,
universities influence economic growth through tipeoducts deployed within regional
economies. The bundled nature of university pragldoes not allow disentangling the
impact of each product separately. Neverthelbssinfluence of the research
universities presence on metropolitan economiaggiguable. Regional leadership and
public policy officials need to analyze and imprdkie innovative climate by creating
ecologies favorable for the involvement of reseanciversities in creating a regional

competitive advantage.
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CHAPTER Il
UNIVERSITY REPUTATION AND REGIONAL GROWTH

2.1 Introduction

It is especially beneficial for a region if a hightputable research university is at
the core of the region’s intellectual infrastrueturThe university can affect regional
economic development through the impact of diffetenversity products on economic
and cultural aspects of regional life. The redeaetated university products are
identified in the literature as the creation of nawowledge, the performance of
contracted research, technology diffusion, andrttiention of new products and
industries. These products are tightly bundledtaed impact is very hard to
disentangle. This chapter will assess the infleesfdhe university research products on
the outcomes of regional economies. The full $ehoversity research products are
operationalized by the reputation of Ph.D. programtbe fields associated with
technology-based economic development.

Although the reputation of research-oriented acadeepartments is usually

created by successful research and educated geadbaghly reputable research
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universities are strongly associated with heavyling of R&D, large endowments,
prominent scholars, beautiful physical infrastrues) and appealing cultural amenities
(such as prominent sport teams, home for internatisummits, and the heart of art and
music masterpieces). Prominent universities &@ @bpified as places of synergy of
high intellects and world-class performances caehieyears of strong, purposeful
leadership and accumulated investments.

Reputational policy variables reflect the impacthad whole set of university
products on regional economies; they are measwréteasummation of the reputational
scores in Ph.D. programs across technology-refakts of science and across all
universities that belong to the regional econoAyunique dataset of reputational scores
of doctoral programs was produced from the Nati®tedearch Council’'s 1994 survey on
university reputation. Faculties’ assessmentherréputation of Ph.D. programs in their
fields of specialization were transformed intogatcores that represent continuous
variables that are adequate for comparing Ph.yrars within their fields and across
regions.

Using the statistical results of the cross-sectiondtiple regression tests, this
chapter argues that, across the universe of U.Bopwditan areas, there are positive and
statistically significant relationships between High reputation of university Ph.D.
programs in technology-related fields and regigmnaivth.

The chapter begins with a literature review, &estent of the research question
and main hypotheses, and detailed explanationsrdtaucted policy variables that
transform reputational scores of individual dockgragrams into the measurements of

regional academic excellence. A correlation betwbe university fields of excellence
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is presented in the second section. It is followgdhe interpretation of the regression
results in models that use two different dependarniables — the percentage change in
total employment and the percentage change in gnes®politan product (GMP). The
chapter continues with a description of differesgults across the expansion and
contraction phases of the business cycle and casplaem to the results of the model
that captures the entire time period. The analysiee models includes explanations of
independent variables that describe regional im@distrganization. The conclusion to
this chapter includes a comparison of the resultsss all models analyzed in this
chapter and compares them to the models that arg BR&D expenditures as a policy

variable and the models of previous research outagipnal scores of Ph.D. programs.

2.2 Theoretical Background and Relevant Studies

Since the development of new growth theory, maagliss have been conducted
aiming to understand the role of universities rhtelogy-based economic development.
There are a few economic development theoriesutiddrlie technology-based economic
development (TBED) and the role of knowledge amsbvation in TBED. The most
important among them are: the Schumpeter’s (1989ry of creative destruction; the
endogenous growth theory of Romer (1990), whidbased on agglomeration economies
of scale and reflects Young's (1928) stlitiyn increasing returns to scale; the product
cycle theory of Vernon (1966) and Markusen’s (198%)it cycle concept with its
accompanying spatial occupation distributions amd $trategies; Veblen’s (1935)

description of evolutionary science and economagpess as the product of

13 published in Young (1969).
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technological advances and Solow’s (1957) technotegidual, which is addressed in
the Griliches (1963)-Jaffe (1989) knowledge proauctunction. Warsh (2006)
summarized the evolution of all these precedingriee™ and summarized endogenous
growth theory and the properties of knowledge:

“The question Romer had framed as a graduate sthdelnan answer

now. ... How could economics be right about so mudhfandamentally

wrong about growth? The answer was that a basitogc@ principle was

missing — the principle of the nonrivalry of know{ge as the fundamental

source of increasing returns.” (Warsh, 2006, p.)298

None of these theories, however, on its own, pewithe comprehensive
foundation for science and technology-based dewedmyp policies. Instead, taken
together, they create a composite sketch for thekmawledge is transformed into
regional economic outcomes. Policy prescriptiomgehbeen developed from a raw
amalgam of these theories, which have receivedgopular support. Together they
are known as technology-based economic development.

The core theoretical background of the positifeatfof universities on
technology-based economic development is compdseebcsets of concepts. The first
set includes a concept of increasing returns to@woac scale, the effects of
agglomeration economies, and the non-rival nattkmowledge consumption that
together with two types of knowledge (tacit andified) enables increasing returns to
scale. The concept of increasing returns duectoni@logy advances implies the
existence of knowledge spillovers that can be spfiean one institution to another and
therefore can benefit companies and institutioas ¢b-locate within the same economic

market (Grossman & Helpman, 1992; Lucas 1988, 1B@8ner, 1986). The specific

characteristic of knowledge as a merit good andlifierent types of knowledge, tacit

14 Also acknowledging Veblen (1898) and Hayek (195#48).

50



and codified, (Doring & Schnellenbach, 2006; Poljat958, 1966; Popper, 197
allow researchers to hypothesize the existenceeofransfer of knowledge created in
universities to companies within regional econonaied outside of regions. Two types
of agglomeration — specialization economies withi& same industry [economies of
scale] and urbanization economies due to a co#mtaf different industries within a
region [economies of scope] — are based on twemdifit forms of knowledge
externalities that are theorized to exist in thieireof spillover flows (Griliches, 1979;
Jaffe, 1986, 1989).

The second set of concepts includes the framewiankigersity-industry
interactions and models of the role of researchiarsities in regional economies. The
framework of industry-university interactions stathat knowledge produced in
universities finds the market of industries that oxaly utilize that knowledge, but follow
the direction of university R&D with their own R&Bpending, developing new products
and starting new companies and industries. Theetaad university interactions with
regional economies complement the framework ottheersity-industry interactions by
looking at the regional markets of factors of prcithn, the role of governments and
other institutions, and the public policies thaport these interactions and compensate

for market failures.

15 The simplicity of diffusion of tacit knowledge limsed on Polyanyi’s (1958) concepeaplicit andtacit
knowledge, which describes explicit knowledge asvidedge that is codified in formal documents
(articles, conference papers, memos) and tacit ledye is knowledge that is primarily transformed
though personal contacts. There are two majoliactest described in the literature that relate ¢o th
division of knowledge into explicit and tacit cateips: proprietary rights for codified knowledgedahe
cognitive ability of individuals to absorb tacitémwledge (Doring & Schnellenbach, 2006). Another
method distinguishes types of knowledg®bgctive[written down and ready to be used immediately] or
subjectivglone that is carried by individuals and might efftheir decision-making process] (Popper,
1972).
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In the mid-nineties the Griliches-Jaffe knowledgeduction function became a
major framework for modeling the impact of univéies on separate industries and
whole regions ( Acs, 2002; Acs, Audretsch, & FeldmER91; Acs, Audretsch, &
Feldman, 1994a; Acs, Audretsch, & Feldman, 1994ts, &itzRoy, & Smith, 1995;
Almedia & Kogut, 1994; Audretsch & Feldman, 1996 dketsch & Stephan, 1996). In
1994, Acs, Audretsch, and Feldman differentiatedpitoduction function for large and
small firms, finding that geographic proximity taiuersities is more beneficiary for the
small firms as university R&D may play a substibatirole for firms’ internal R&D,
which is too costly for small firms. Feldman arldriéla (1994) used the knowledge
production function to study 13 three-digit SIC uistlies on a state level and reach
conclusions regarding the influence of agglomerativough the network effect:

“Concentration of agglomeration of firms in reldtedustries provide a

pool of technical knowledge and expertise and amgal base of

suppliers and users of information. These netwpl&g an especially

important role when technological knowledge is infal or tacit

nature...” (Feldman & Florida, 1994, p.220).

Using less aggregated industrial classificatiomi{digit SIC sectors), Audretsch
and Feldman (1996) found that the geographical eanation of innovation output is
positively related to industrial R&D, which provége existence of knowledge spillovers
within the industrial cluster. Using a similarrmawork at the MSA level, Anselin et al.
(1997) uncovered a significant effect of technoltrgysfers between university research
and high technology innovative activity via privaésearch and development.

This literature, however, often looks at the sidgi& that channels knowledge

created in a university to a specific industry, bewver assesses the comprehensive impact
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of all university products on a regional econondgffe (1989) is very careful in
interpreting his research results noting:

“It is important to emphasize that spillover medsars have not been

modeled. Despite the attempt to control for unoles ‘quality’ of

universities, one cannot really interpret theseltestructurally, in the

sense of predicting the resulting change in patén¢search spending

were exogenously increased” (Jaffe, 1989, p.968).

Varga (1997) confirmed this position in his litens survey “Regional Economic
Effects of University Research: A Survey.” He $\gdized the literature on the impact
of university research in four areas: (1) the lmsathoice of high tech facilities, (2) the
spatial distribution of high tech production, (Bgtspatial pattern of industrial research
and development activities, and (4) the modelingnafwledge transfers emanating from
academic institutions. Varga found:

“regarding the effect of technology transfer onaloeconomic

development, the evidence is still vague. Its meason is that no

appropriate model of local university knowledgeesefs has been

developed in the literature. Studies either tesafdirect university effect

on economic conditions or focus on academic teadgyolransfer, but

none of them provides an integrated approach” (&at§97, p.28).

Audretsch (1998) also expressed his caution regauttiie interpretation of
knowledge spillovers in several empirical studies:

“While a new literature has emerged identifying iim@ortant role that

knowledge spillovers within a given geographicadton plays in

stimulating innovative activity, there is little meensus as to how and why

this occurs. The contribution of the new wavetatiges ... was simply to

shift the unit of observation away from firms tgeographic region”

(Audretsch, 1998, p. 24).

In the late 1990s, major contributions that studiedwledge spillovers and
differentiation of two types of knowledge came fr@taeser, Kallal, Schenkman, and

Shleifer (1992), followed by Black and Henderso899), Ellison and Glaeser (1997),
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Ellison, Glaeser, and Kerr (2007), and Henders@39). Using the concept of tacit and
codified knowledge, Audretsch and Feldman (199@yi€ls (2000), and Lucas (1988)
emphasized that knowledge is neither evenly disteith nor equally accessible in every
location. The accumulation of tacit knowledge heggonal boundaries while the
utilization of codified knowledge depends more ba susceptibility of the recipient to
accumulate and employ it. Researchers who coméibio the stream of research
initiated by Adams and Jaffe (Adams, 2001, 200D42@&dams, Chiang, & Starkey,
2001; Adams & Jaffe, 1996; Feldman, 1994), focushenocalization of university
spillovers and find significant evidence that knedde flows travel a certain
geographical distance within regions, even thotigh exact distance differed from study
to study.

Another relevant stream of economic developmemtissulooks at the direct
effect of universities and especially of universigearch on regional economies and
acknowledges the great impact of the Bayh-Dolepasised by the U.S. Congress in
1980 as an event that dramatically changed th#aoteal property landscape in the
United States. Universities were allowed to retatallectual property rights and to
pursue commercialization even though the basiarekehad been funded by the federal
government. In the late 1990s, technology traretévities of research universities
began to be recognized as important factors iroregieconomic growth. Scientists
started to look at the different factors and medma stimulating the transfer of new
technologies from university to industry (Campb#897; Cohen, Florida, Goe, 1994,

DeVol, 1999; Lowen, 1997; Slaughter & Leslie, 1997)
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Acknowledging the impact of universities on regib&@onomies via research and
technology development, a number of scholars enipddhshat the primary effect of
universities results from their core mission —tegare an educated workforce. Beeson
and Montgomery (1993) tested the relationship bebhwesearch universities and
regional labor market performance. They assess®ivarsity’s impact on local labor
market conditions by measuring quality in term&&{D funding, the total number of
bachelor’'s degrees awarded in science and engngg@md the number of science and
engineering programs rated in the top 20 in thenttguBeeson & Montgomery, 1993,
p.755). Link and Rees (1990) emphasized the imapo# of the role of graduates to a
local labor market, particularly for new start-ugped the local high tech market,
assuming they do not leave the region. Gottli€l®{2} took this idea further in his Ohio
“brain-drain” study, emphasizing that exportingdyrates is a sign of long-run economic
development problems for a region. In their statl$7 American cities, Acs, FitzRoy
and Smith (1995) tested university spillover eféemh employment, and like Bania,
Eberts, and Fogarty (1993), tried to measure basiatart-ups from the
commercialization of university basic research edéstudies produced mixed results
showing that university products are statisticalbynificant in their impacts in some
cases and insignificant in others.

Also in the 1980s and early 1990s, regional s@génstarted to put some elements
traditionally studied separately into some typeegfional arrangements. For example,
Antonelly (1986, 1989) and Cooke (1985) studiegional innovation policiesAydalot
(1988), Keeble (1988), Maillat (1991, 1995), andilMaand Lecoq (1992) analyzed

‘innovative milieux’ Camagni (1991) talks abomnovation networkandhigh
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technology complexgSaxenian (1994) describesegionalized technology complex
These elements of systematic approach to studgigigmal economies resulted in the
Cooke’s (1992) model of a Regional Innovation Systehich is similar to Tornatzky’s
and his group (Tornatzky et al. 1995, 1997, 199922 model of regional elements and
Porter’s (1990) cluster concept. Cooke looked at regional institutions as enalérs
regional innovation and identified an importanertd universities as agents of
institutionalized learning and innovative culture.

Each university interacts with the regional econ@sayepresented by local
businesses, government agencies, and the regiocis and business infrastructdre.
The actual interaction is based on its set of pctxland their value to the region. The
university can create sources of regional competidvantage and can significantly
strengthen what Berglund and Clarke (2000) iderdsfiyhe seven elements of a
technology-based economy: (1) regional, universaged intellectual infrastructure — a
base that generates new ideas, (2) spillovers @ivladge — commercialization of
university-developed technology, (3) competitiveygibal infrastructure, including the
highest quality and technologically advanced tel@twnication services, (4) technically
skilled workforce — an adequate number of highijleskk technical workers, (5) capital
creating adequate information flows around souot@svestments, (6) entrepreneurial

culture — where people view starting a company @siine rather than an unusual

% The elements of the regional innovation system®\aso studied by Asheim and Gertler (2006),
Asheim and Isaksen (1997, 2002), Braczyk et aR8).9Cooke (2001, 2002), Cooke and Morgan (1994,
1998), Doloreux and Parto (200%junasekara (2004, 2006), Mazzoleni and Nelson (2007

" Many studies are focused solely on showing theazhpf university presence using the multiplieeeff
of university expenditures (Adebayo, 2006; Bleaeegl., 1992; Egan et al., 2005; Jafri et al., 2000
These studies substitute the impact of universitglpcts (which we identify as purposefully created
outcomes according to a university mission) with ithpact of university presence in a region (which
depends on university expenditure patterns).
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occurrence, and (7) the quality of life that corfresn residential amenities that make a
region competitive with others.

Bringing elements of globalization into understamgihe role of universities for
the local economy is widely emphasized in the Midustrial Performance Center’s
study led by Richard Lester. The report “Univeesit Innovation, and the
Competitiveness of Local Economies” discusses guortant alignment of the university
mission with the needs of the local economy, emighmasthat this alignment is affected
by the globalization of knowledge and productiod depends on “the ability of local
firms to take up new technologies, and new knowdetigre generally, and to apply this
knowledge productively” (Lester, 2005). Througk thfferent roles played by
universities, this study acknowledges diverse patrswof transferring knowledge from
universities to local industries. Some of thesiways are common to economies with
different core industries, and some are uniquéea¢gions. For example,
education/manpower developmenas valuable for the economy asgustry
transplantationandupgrading mature industry economiyorefront science and
engineering researchndaggressive technology licensing polica® unique and critical
for creating new industries economiesidbridging between disconnected act@as
distinctive for the economy aversify old industry into related new.

The discussion about the role of a university enrdgional economy has been
enriched by a model created by Louis Tornatzky] Pégaugman, and Denis Gray
(Tornatzky, Waugman, & Bauman, 1997; Tornatzky, @raan, & Casson, 1995;
Tornatzky, Waugman, & Gray, 1999, 2002). Theseasshers advocate the importance

of research universities for regional economic tlgu@ent and examine whether the
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influence of a university on a local economy difgeographically. The authors
conclude:

“While we agree with skeptics who argue this [unsg’s impact on a

local economy] is not easily accomplished and sloate universities and

states appear to be looking for a quick fix, weesa that there is enough

evidence to demonstrate that universities thatanemitted and

thoughtful can impact their state or local econoarigironment in a

number of ways” (Tornatzky, Waugman, & Gray, 2002,15-16).

Paytas and Gradeck (2004) tested this hypothesieincase studies of eight
universities by examining the scope of universige®nomic engagement in local
economies. Goldstein, Maier, and Luger (1995) igpesl a set of university outputs that
is also broader than the traditional understandingniversity products, which includes
only skilled laborandnew knowledgeA similar approach is used by Porter (2002) in a
report for the Initiative for a Competitive InneityC He studied six primary university
products using a multiplier-effect approach.

According to Hill and Lendel (2007), higher eduoatis a multi-product industry
with seven distinct products: (1) education, (2)tcact research, (3) cultural products,
(4) trained labor, (5) technology diffusion, (6 wnknowledge creation, and (7) new
products and industries. These products becomketadle commodities that are sold
regionally and nationally or they became part cégion’s economic development capital
base. Growth in the scale, quality, and varietthese products increases the reputation
and status of a university. An improved, or supeneputation allows universities to
receive more grants and endowments, attract ksttidents, increase tuition, conduct
more R&D, and develop and market more productds fidinforcing mechanism

between a university’s reputation and universitydoicts transforms universities into

complex multi-product organizations with a compiézhmanagement structure and

58



multiple missions. A university manages its pditf@f products as defined in the
university’'s mission statement and expressed thralig university’s functions and
policies.

These studies vary by unit of geography, type dtistry under study, and
method. However, despite their differences, tla@eeconsistent findings that show that
academic research when placed in dense metropelitmmomies generates a number of
desirable externalities that re-shape the industiacture of their surrounding

economies.

2.3 Research Question and Hypotheses

A very limited number of studies that assess thgaithof universities on regional
economies use university reputation or universtking as a factor in their framework
or as a variable in their research model (Austi8&@omon, 1981; Davis & Papanek,
1984; Dill & Soo, 2005; Dusansky & Vernon, 1998jriaeather, 1988; Fairweather &
Brown, 1991; Guarino et al., 2005; Lowry & Silv&ég96; Scott & Mitias, 1996;
Volkwein, 1986; Webster, 1992). Typically, thelugnce of universities on regional
economies is operationalized by the number of usiyegraduates, university R&D,
university patents, or university spin off compan{Bozeman, 2000; Cohen et al., 2002;
David et al., 2000; Grandi & Grimaldi, 2005; Hallad., 2003; Lee, 1996; Martin &
Scott, 2000; Powers & McDougall, 200%).Those studies that consider university

reputation most often operationalize it with thekgiven by the Carnegie Foundation,

18 The active participation of university in spillavend commercialization of knowledge is also coesid
by many scholars as university entrepreneurshipagl & Henderson, 2002; Audretsch & Lehmann,
2005; Bell, 1993; Jacob et al., 2003; Rothaerntal].e2007)
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which uses university R&D funding to measure ursitgrresearch excellence or faculty
publications (Clemens et al., 1995; Webster, 26@itter & Toutkoushian, 2006). Sine
et al. (2003) used three measures of universitgtigeeto assess the internal process of
university technology licensing: U.S. News and W dReport graduate school ranking,
Gourman Report scoréand 1992 National Research Council graduate depatt
ranking.

The majority of studies that assess the impachofeusity products on regional
economies acknowledge the bundled nature of untygyoducts and the difficulty of
disentangling their effect and attribute it to e@chduct separately (Goldstein &
Drucker, 2006; Goldstein & Renault, 2004). Instehdy often use each product
separately in their impact models and sum the effethe multiple university products
while acknowledging overestimating the cumulativerall impact of universities on
regional economies (Hoffman, 2007).

The uniqueness of this chapter is in resolvingcth@lict about the bundled
nature of the university products and the resultimgrestimating of the impact on
regional economies by different university produdi&eputational scores of academic
Ph.D. programs, an underlying variable of the nedepolicy variables in this chapter,
reflects the simultaneous effect of all univergitgducts on regional economies. The
reputational scores were created by the Nationaé&eh Council (NRC), which spun
off many studies in higher educational policy andislogy on ranking university

departments and evaluating their quality and effeness (Katz & Eagles, 1996;

19 Gourman Report scores are a commonly used measarerall intellectual prestige of the university’
graduate programs based of faculty survey. Gousuarey is conducted every three years and proddes
score calculated from an assessment of 10 dimensioa graduate program on a 1 to 5 scale. (Siaé at
2003: 484).
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Jackman & Siverson, 1996; Lowry & Silver, 1996; M| Tien, & Peebler, 1996; Garand

& Graddy, 1999Y°

Research Question

The primary research question in the dissertati@menes the influence of
research universities on regional economic outconiée policy variables used in this
chapter represent research universities by thea#poal scores of Ph.D. programs in
technology-related fields of study. The impactegutational research excellence on
regional economic outcomes is measured acrossiilierse of the U.S. metropolitan
statistical areas. Three research questions dresged in this chapter:

- Do both the scale and the scope of metropolitagaret excellence, based on the
reputational scores of university Ph.D. programtainology-related fields,
have an impact on regional economic outcomes?

- How do the scale and the scope of metropolitararebeexcellence, based on the
reputational scores of university Ph.D. programmpact regional outcomes
controlling for industry R&D spending?

- How does regional industrial organization influetize transformation of the
scale and scope of the metropolitan research excalbased on the reputational

scores of university Ph.D. programs into regiomalagh?

% The early studies of academic reputation werecasemeasuring reputation of individual faculty and
reputation of academic departments measuring cteaistics such as the level of scholarship gendriaye
individual faculty (Hagstrom, 1971; Morgan et 41976; Zuckerman, 1988); student retention, post-
graduate employment (Dolan 1976, Merton 1968, Weli992); different characteristics of individual
scholars as a unit of analysis (Long et al., 1988g & McGinnis, 1981; Reskin, 1978); and departtakn
characteristics, departmental resources, and rewstkssary to support scientific work (Hagstro®7,11
Zuckerman, 1977; Ehrenberg & Hurst, 1996).
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Hypotheses

The first set of hypotheses in this chapter disesiglse impact of the scale of
research excellence on regional outcomes. The staésearch excellence based on the
reputational scores of university Ph.D. programa metropolitan area is represented by
a variable created from the reputational scoresd¥idual Ph.D. programs in
technology-related fields. The scale of reseaxdeleence at the MSA level variable is
created as a selection of the highest sum of piltegional scores of individual Ph.D.
programs in a single technology-related field asr@sresearch universities in that metro
area. In the entire chapter this policy variablealled thénigh score (HS) For example,
if a metropolitan area has two research univessibeth having Ph.D. programs in
Computer Science and Chemistry, two sums in reBeatcellence will be computed —
one for Computer Science (by adding the two repartat scores of individual Computer
Science programs in the two universities) and on€hemistry (by adding the
reputational scores of the two individual ChemigttyD. programs in each university).
The higher of these two sums will be selected poagent the highest cumulative
reputational research excellence of that metrcguokirea.

The highest cumulative reputational excellencewagtthe economies of scale
phenomenon, and examines the cumulative effeatigeusity products across all
regional universities within a single science axhnhology field of research. The
corresponding set of hypotheses describes thet effexcellence within a single
technology-generating Ph.D. discipline across #éoregn economic development

outcomes:
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« (H10) The concentration of excellence within a sirtglehnology-generating
Ph.D. discipline across a region has no positifecebn economic development
outcomes.

«  (H11) The concentration of excellence within a singlehhology-generating
Ph.D. discipline across a region has a positiveceéthn economic development
outcomes.

The second set of hypotheses looks at the scopeaoiemic excellence across all
technology-based fields and examines the effetit@tumulative excellence of
doctoral programs across all fields and all univesin a metropolitan area on
regional economic outcomes:

«  (H20) The concentration of university excellence asi@s array of technology-
generating Ph.D. disciplines across a region hgsostive effect on economic
development outcomes.

«  (H21) The concentration of university excellence acarsarray of technology-
generating Ph.D. disciplines across a region hassdive effect on economic
development outcomes.

The scope of the region’s research excellence doas¢he reputational scores of the
Ph.D. programs of the region’s universities, igespnted by a variable also created from
the individual reputational scores of Ph.D. progsgamtechnology-related fields. Similar
to the sum score average — the average of cumelatiwersity R&D spending across

all high programs and all universities in a regower the period of time from 1987 to
1997, the scope of research excellence on the M8 Is created as a cumulative sum

of all of the reputational scores of individual Bhprograms, across all technology-
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related fields, across all research universitighat metropolitan area. In the entire
chapter, this policy variable is called thiegm score (SS)Continuing the example of two
research universities in a metropolitan area, @athPh.D. programs in Computer
Science and Chemistry, the scope of the reputdtresaarch excellence variable for this
metropolitan area will be the sum of all four regdignal scores of the individual Ph.D.
programs: two in Computer Science and two in Chinis

The third set of hypotheses discusses the influehttee factors of regional
industrial organization on the process of transtdram of metropolitan research
excellence into economic outcomes:

« (Hs0) The characteristics of regional industrial otigation have no positive
effect on the process of transforming metropolresearch excellence into
economic development outcomes.

« (Hs1) The characteristics of regional industrial orgation have a positive
effect on the process of transforming metropolresearch excellence into
economic development outcomes.

These three sets of hypotheses are tested withimtels structured following the
Jaffe-Griliches knowledge production function framoek. The two dependent variables
in these models are the percentage change in ggg®sal product or the percentage
change in total regional employment. The changelse dependent variables measure
the departure from the long-term trend of theseéabéas specified by the lagged
dependent variables. The departure from the tieadsociated with the impact of
university excellence, changes in industry R&D sjeg, and changes and structural

characteristics of regional economy.
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2.4 Research Model and Data

The model for testing these three sets of hypothissstructured according to

equation:

RO =a, +a,UR, +a,PR +a\£i +a,RCM, +a;RS +a;RD, +a,RL;, +a,H, +e,

)
v
Reaional

outcomes  Policy variables Regional Industrial Organization Path (3)
dependency

where:
+ RO, — a percentage change in employment or gross ptada region] .
+ UR; is a reputational scores reflecting the set obersity products in a region.
+ PR, is the size (scope) of industrial R&D in a regipn
« E, is avariable characterizing level of entrepreskiyrin a region; .
« RCM,; is the level of competition in a region
+ RS is the industrial specialization of the regionedbeomy.
+ RD; is the industrial diversification of the regiorlonomy.

+ RL,; reflects the presence of establishments with rtiwe 1,000 employees

(approximates a presence of large companies)egian | .

« H; is path dependency represented by variablesefatt the previous performance

of aregionj .
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To assess the impact of the scale and scope o¢ataéxcellence on regional
outcomes, two policy variables are specified: ttedesof reputation of research
university Ph.D. programs in a single field of diexce, which is represented by a
variable calledhigh scorg(HS) and the scope of reputation of research usityePh.D.
programs across all fields of excellence, whiclteresented by a variable calladn
score(SS).

These variables are calculated across 14 seledtmutiic and technology fields
most often affiliated with technology-based econodevelopment. These fields are
slightly different from the fields of research indked in the previous chapter due to
differences in specification in the two survey< ghi@vide the data for both variables.
The technology-affiliated areas of research fromNational Research Council’s survey
include 14 fields (among which 7 fields of Biologi@nd Life-Sciences [1-7], 6 fields of
Engineering [8-13], and Chemistry as a stand-afhe):
15.Biochemistry and Molecular Biology
16.Biomedical Engineering
17.Cell and Developmental Biology
18. Molecular and General Genetics
19. Neurosciences
20.Pharmacology
21.Physiology
22.Computer Science
23.Electrical Engineering

24.Materials Sciences
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25.Industrial Engineering
26.Mechanical Engineering
27.Chemical Engineering
28.Chemistry.

In 1993, the National Research Council conductedreey of the reputation of
3,634 doctoral programs in 247 universities. Thdidlds of research affiliated with
technology-based economic development are amoabab41 fields surveyed.
Respondents to the survey were asked to assesshblarly quality of program faculties
and the effectiveness of the programs in educatmntists. The measures of the
highest cumulative quality among fields and thaltoumulative quality in the region
utilize the scholarly quality of program facultigigice this measure is also the basis for a
university to effectively train new scholars. Tieeiewers rated programs within one of
seven categories (including “don’t know” as onéhaf seven choices) where each
category corresponded to a particular intervaluharical values:

= Distinguished — from 4.01 to 5.00

Strong — from 3.01 to 4.00

= Good - from 2.51 to 3.00

= Adequate — from 2.00 to 2.50

= Marginal — from 1.00 to 1.99

*= The interval from 0.00 to 0.99 was considered dssuofficient for doctoral

educatiorf!

2L The National Research Council’s study providestaited explanation of the transformation of
gualitative estimates drawn from the survey in® dantitative ratio measurement.
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After the doctoral programs were matched to coordmg metropolitan statistical areas,
the cumulative scores by each of the 14 fields waleulated and then either summed to
construct thesum scoralata for each metropolitan area or the highestsooa single

field to define ahigh scorefor each metropolitan area. The formulae to dateuthe
quality scores were used from a previous studyuaiity of research universiti€s. The

high score(q) was calculated as:
P

HS, = Max> q,, , (4)
p=0

wherer — metropolitan statistical areas1, ..., 361;f — field of doctoral prograni=1, ...
14; andp — individual doctoral program in a metropolitaeap=1, ..., P.

Thesum scoravas calculated as:

S§ =220y (5)

f=1p=0

The third policy variableevel of excellengeeflects the level of academic excellence of
a region and helps to distinguish between the regiath a number of research
universities of mid-level excellence and the regiaith research universities of the
highest excellence. The variable was calculateti@aumber of universities that are
among the top 50 or top 100 research universitigseabeginning of the treatment period

— 1987 (formula (10), p.9%}.

2 Hill and Lendel (2007).

% |n a previous research, the level of excellencealste was calculated as a number of “distinguistueda
number of “distinguished” and “strong” Ph.D. progisin a metropolitan area. However, the variakds w
highly correlated with both other policy variabksd could not be used as an independent in regnsssi
also created interactive variables between thd t#wexcellence and sum score variables or level of
excellence and highest scores variables, but tiaat improve the explanatory power of regressions
either.
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After constructing the policy variables, the resbdnypotheses are tested using
cross-sectional multiple regression models on theeuse of 361 metropolitan statistical

areas using the December 2003 boundary definition.

2.5 Correlation Among University Research Fields of &lence

There is a large variation in the cumulative ursitgrexcellence across the
universe of metropolitan areas. There are a fetndit categories of metropolitan areas:
those that have one average research universitgXtomple, Clemson University in the
Greenville MSA, SC or the University of Southernsiissippi in the Hattiesburg, MS),
those that have several middle-quality universitike Medical School of Wisconsin and
University of Wisconsin Milwaukee in the Milwauk&®aukesha-West Allis MSA, W),
some metropolitan areas that have one or a fewamalisig research universities
(University of Washington in the Seattle-Tacomal®ale MSA, WA; or Carnegie
Mellon, University of Pittsburgh, University of Bsburgh School of Public Health and
other schools in the Pittsburgh MSA, PA), and adfidrof metropolitan areas that have a
number of highly ranked doctoral programs withigraup of outstanding research
universities (like New York, Boston, Chicago, PHdg#phia, Washington D.C., and the
Los Angeles metropolitan areas).

The process of constructing a variable that réfléte cumulative excellence of
Ph.D. programs in a metro area by summing the tyusdobres across all technology-
related Ph.D. programs in a metro armang scorgor selecting the single Ph.D. program

with the highest cumulative quality scofegh scorg introduces the possibility of bias.
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Summing two “good” or “adequate” programs might &guto a score of one
“distinguished” program. At the same time, the aoipof the presence of two (or even a
greater number) of moderate programs on the rebemmaomy may not be equivalent to
the impact of the presence of even a single oulsigrPh.D. prograrf’

The face validity of the created scores of excel&h(sum scorendhigh scorg,
however, was surprisingly good for an intriguingsen. The metropolitan areas with a
number of highly reputable research universitiesevaiistinct from the rest of the metro
areas in forms of the high correlation among tettoral programs’ scores and by the
distinctively high figures of theinigh scoreandsum score In other words, strong
research universities that were more likely to hasearch programs with high values,
i.e., “distinguished” programs, are more likelybt® found in universities with other
“distinguished” or “strong” programs. A singlelflevas rarely ranked “strong” or
“distinguished” if there were no other technologyated Ph.D. programs in that
university. This observation, made in the proadssonstructing the policy variables,
suggests that both cumulative and highest resex@dllence in metropolitan areas
reflect outstanding excellence of doctoral programd capture their distinct effect on
regional growth.

Only one-third of U.S. metropolitan areas (130 &18have research universities

with doctoral programs in the 14 fields identifiasl being of direct interest to

% During the exploratory stage of this researchpmssie categorical variable describing the level of
excellence of the doctoral programs was createdurAber of tests were preformed with interactive
variables created by combining the categoricaladei of the excellence of Ph.D. programs and the
variables of cumulative scoresigh scoreandsum scorg As a result of exploratory tests, the conclaosio
was drawn that neither the combined variables moctitegorical variable alone have enough variation
the universe of metropolitan areas, and therefured variables did not capture the desired segectiv
excellence of distinguished Ph.D. programs.

% Face validity reflects the extent to which thetemits of newly created variables seem to be adelyuat
measuring the phenomena they are supposed to reeasur
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technology-based economic development. The deseigtatistics on the policy
variables illustrate the greatest and the lowekteg mean, and a standard deviation of

the variables on the universe of 361 U.S. metroqolareas (Table V).

Table IV. Descriptive Statistics of the Researchc®res of Excellence, Industry R&D, and the
Regional Output Variables

Policy Variables Max Min Mean St Dey
Research Scores of SS 247.54 o* 10.93 27.80
Excellence (n=361) HS 28.69 0* 1.83 3.59

Industry R&D Spending 957 1997|  1261.8 -84.2 93.7  200.2
Change, %
Emplovment Change 1998-2004 43.5 -10.9 5.6 7.7
ploy 0 9€. 1908-2001 195 -89 4.0 4.2
2002-2004 59 -15.1 -1.6 3.3
Gross Regional Product ooe 2004 Lo -1l 17 104
Change, % 1998-2001 30.2 -14.1 6.0 6.2
2002-2004 21.9 -3.9 7.3 3.9

* Metropolitan areas that do not have doctoral prots in the 14 technology-related fields.

The cumulative research excellence variable, whadtues quality scores of all
of the doctoral programs in a metropolitan asear( scoreSS, has a large variance —
from a minimum of O in a region that does not havesearch university to the greatest
number of 247.5, the research excellence cumulatoee of all technology-related
Ph.D. programs in metropolitan New York. The me&ah0.9 reflects the average safim
scoreacross all metropolitan areas in the United Statdsa standard deviation of 27.8.
The highest cumulative quality scofegh score HS) has a range of values from O to
28.7 with a mean of 1.8 in the universe of MSAs.

The distribution of the policy variables is affedtby the seven metropolitan areas
with a sum score exceeding 100.0 and 12 more nitaip areas that have a sum score

between 100.0 and 62.0. Both policy variables laavery high standard deviation
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across the universe of 361 U.S. metropolitan ar@ae distribution of policy variables is
not normal and is skewed to the right with a fewnoyolitan areas with a very higlum
scorevalues and a long flat “tail,” indicating many magiolitan areas with low quality
scores. The distribution of tls&im scoreacross the subset of 130 metropolitan areas that
have at least one doctoral program of interedtasva in Figure B-1 (Appendix B). This
distribution is skewed due to the seven metropoktigeas with theum scoreexceeding
100.0: New York-Northern New Jersey-Long Island,-NJ-PA; Chicago-Naperville-
Joliet, IL-IN-WI; Boston-Cambridge-Quincy, MA-NH;Hladelphia-Camden-

Wilmington, PA-NJ-DE-MD; New Orleans-Metairie-Kermé&A; Blacksburg-
Christiansburg-Radford, VA; and Pittsburgh, PA.

Both measures of research excellence on the mditayptevel SSandHS) are
highly correlated (94.9%), which indicates thathiygreputable research universities
have excellent Ph.D. programs. The grediggt score (HSin a single field of research
belongs to New York’s Cell and Developmental Bigidigld (28.69) with highly rated
Ph.D. programs at Columbia University (“distingugdh - 4.10), New York University
(“strong” - 3.85), New York Medical School (“good2.93), and the agglomeration of
the score across other universities that have Rirdgrams in Cell and Developmental
Biology in the New York metropolitan area (prograraged “good” in Seton Hall
University (2.77), State University of New York &toBrook (2.72), Fordham University
(2.68), Albert Einstein School of Medicine (2.6P)ypgrams rated “adequate” in
Polytechnic University (2.48), Stevens InstituteTethnology (2.00); and a “marginal”

program in University of Medicine and Dentistryhéw Jersey (1.63).
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Such a high cumulative score in a single field cetma&nd-in-hand with very high
scores in several related areas of research. ¥aon@e, Biochemistry and Molecular
Biology in New York has a cumulative score of 27with a number of doctoral
programs rated as “distinguished” at New Jersetjtirte of Technology (4.26); “strong”
at Columbia University (3.89), Albert Einstein Sohof Medicine (3.33), and State
University of New York Science Center Brooklyn (3)0and four other universities in
the New York metropolitan area with doctoral pragsan Biochemistry and Molecular
Biology rated as “good” (with quality scores rafeaim 2.78 to 2.90). Another three
related fields of research in the New York MSA, @liwry, Molecular & General
Genetics, and Pharmacology, have sums of cumulgtiaty scores of 27.91, 24.87 and
25.51, respectively. These high scores are condpafs&listinguished” Chemistry and
Molecular & General Genetics Ph.D. programs at @blia University (4.46 and 4.17,
respectively); “strong” programs at New Jerseyitatt of Technology, Seton Hall
University, and State University of New York Heaihience Center Brooklyn; and also
“strong” programs in Pharmacology at Columbia anddRam Universities and at
Rutgers University New Brunswick. In addition, thew York metropolitan area, in
these three fields alone, has nine more prograted fgood” and three rated “adequate.”

In a single field of excellence, the New York meiobtan area is followed by
Chicago (24.16 in Biochemistry and Molecular BiglpdPhiladelphia (23.17 in
Pharmacology), Boston (17.94 in Biochemistry amalédular Biology), and Los
Angeles (14.44 also in Biochemistry and Molecula@yy). Instead of being
distinguished in a single field, all these and mather metropolitan areas have

similarities in the pattern of correlation betwdegh quality scores of their doctoral
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programs. This pattern of excellence is confirrogdhe correlation among reputational
scores in metropolitan statistical areas (Table V).

The correlation between research fields of Ph.Rekence suggests a high
probability of knowledge spillover and cross-fer@tion among technology-related
fields of science. Table V shows Pierson’s coti@testatistics between pairs of doctoral
programs among the 14 technology-related Ph.D.ramg summed to the level of
metropolitan areas. Analyzing the correlation, texels of coefficients were identified:
“high” if the coefficient of correlation exceeded@nd “strong” if the coefficient of
correlation ranged from 0.65 to 0.79. The highfitcient of correlation may indicate
that the presence of certain sets of Ph.D. programsecessary condition for achieving
a distinguished score for research excellence.

The two fields of Information Technology, CompuBsience and Electrical
Engineering, are the most commonly affiliated vather areas of academic excellence.
Both have high Pearson’s correlations with 10 otteatoral programs. Thus, Computer
Science has a correlation higher than 0.80 witletEt=al and Mechanical Engineering,
Chemical Engineering and Chemistry, and three ifgostiences programs: Biochemistry
and Molecular Biology, Cell and Developmental Bgpjpand Molecular and General
Genetics. Electrical Engineering correlates highipre than 0.80) with four other
programs: Computer Science, Chemistry, Biochemastiy Molecular Biology, and Cell
and Developmental Biology, and moderate-to-highetation (between 0.65 and 0.79)
with six other programs. In regional economic depment, such a high correlation
between Information Technology and other scienglddican be interpreted as a

necessary condition for technological progressafoother areas of university research
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Table V. Correlation among Reputational Scores itMetropolitan Statistical Areas

Information Process Advanced
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Bio-Life Sciences
Biochemistry & Molecular
Biology 1.000
Biomedical Engineering 0.505 1.000
Cell and Developmental Biology 0.967 0571 1.000
Molecular and General Genetics 0.900 0.705 0.892.000
Neurosciences 0.935 0.605 0.932 0.964 1.000
Pharmacology 0.617 0.325 0.518 0.507 0.462 1.000
Physiology 0.847 0523 0861 0.646 0.685 0.694 00Q
Information Technology
Computer Science 0.815 0.677 0.860 0.800 0.7643040. 0.753| 1.000
Electrical Engineering 0.861 0.399 0.846 0.794 798. 0.300 0.653 0.915 1.0Q0
Process Innovation
Industrial Engineering -0.189 0.244 -0.172 -0.080.068 -0.572 -0.231 0.179 0.074 1.000
Mechanical Engineering 0.750 0.544 0.765 0.601 63D. 0.327 0.819 0.877 0.783 0.324 1.000
Advanced Materials
Materials Sciences 0.302 0.395 0401 0.328 0.318288 0.290 0.743 0.658 0.515 0.6p2 1.000
Chemistry
Chemical Engineering 0.795 0526 0.823 0.647 9.740.263 0.810 0.832 0.767 0.280 0.937 0.614 1.000
Chemistry 0.856 0.447 0882 0.805 0.779 0.330 0M.7 0.936 0.972 -0.028 0.771 0.6834 0.730 1.po0

75



affiliated with high tech. In other words, a regimust evaluate the level of excellence in
its Computer Science program as a necessary comdar the development of the other
fields of research.

Four Bio-Life Science doctoral fields have themsethighest inter-correlation
with other cumulative Ph.D. programs’ excellencelmnlevel of metropolitan area.
These programs are each associated with nine wthen fields at either a high (more
than 0.80) or strong level of correlation (betw8esb and 0.79): Physiology (4/6 — the
numerator indicates the number of programs withctvithis doctoral field is very highly
correlated — more than 0.80; the denominator indgcthe number of programs with
which this doctoral field is moderately-to-highlgsmciated — between 0.65 and 0.79),
Biochemistry and Molecular Biology (8/1&ell and Developmental Biology (8/1), and
Molecular and General Genetics (5/4). The pedtyiaf these inter-correlations is the
high inter-relationship of excellence between the Hfe Sciences’ doctoral programs.
Four of the eight programs that are highly coresdawith Biochemistry and Molecular
Biology are in Bio-Life Sciences, and three of #hésur programs have correlation
statistics with Biochemistry and Molecular Biolothat are higher than 0.90. For Cell
and Developmental Biology, this ratio is four offei. For Physiology, of the 10
programs that are inter-correlated at high or gjiewnels, five programs are in Bio-Life
Sciences, and two of the five are correlated dtdrighan 0.8 level.

The high inter-correlation among the research apé8so-Life Sciences indicates
that a metropolitan region should develop a clustetrong research fields if it wants to
build competitive research advantage in bio-lifesces. For example, excellence in

Biochemistry and Molecular Biology goes hand-in-thavith high quality research in
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Cell and Developmental Biology, Neurosciences, liotecular and General Genetics.
In addition, very strong university research in @istry and Information Technology is
a must. Chemistry is correlated with three arad3io-Life Sciences at higher than 0.8
level and with two more programs at higher thanlé/él. Across all technology-related
programs, Chemistry is correlated with five progsaah higher than 0.8 and with four
additional programs at higher than 0.7 level.

This finding cannot be generalized to the le¥ed cesearch university. It is
impossible to split the effect of cumulative metbian excellence among separate
doctoral programs. The task of building a bridgerf the findings at the regional level
to the level of a research university, howevesasppealing that it becomes the subject
for the third essay in this dissertation. Thedlassay tries to assess the impact of the

presence of prominent research universities oronajieconomic outcomes.

2.6 Impact of University Reputation on Regional Empl@nmnhOver the Business Cycle

The cumulative excellence of doctoral programsutapon in the 14 fields
affiliated with technology-based economic developtsggnificantly impacted regional
employment during the different phases of the lssrcycle. The pattern of statistical
significance of the two policy variables in the ssesectional multiple regression models
is similar to the pattern of the impact of cumuwlatuniversity R&D expenditures on
regional employment, as described in chapter 3h Bolicy variables, the sum of
cumulative quality scores@m score, 93hat reflects cumulative excellence of all

technology-related Ph.D. programs in a metropoltiaa, and the highest cumulative
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guality scoreshigh score, HE which reflects the highest score in any singéaaf
doctoral programs’ excellence in a metropolitaragese statistically significant during
both the expansion and contraction phases of thméss cycle (Table VI). The policy
variables are statistically significant at the Olédel during the period of economic
expansion (1998-2001) and both have positive regresoefficientsgum scoréd.052,
high score0.233), indicating that increases in the cumuéatjuality of doctoral
programs at research universities (b&im scoreandhigh scoré¢ are strongly associated
with growth in total regional employment.

During the contraction phase of the business ayatethe following recovery
(2002-2004), the policy variables are significantha 0.05 level and still have positive
regression coefficients, although with lower val{g@sn scoré.033,high score0.128).
Whether the economy is declining or recoveringestnucturing, university reputation
helps to increase regional employment (relativihéomean of the distribution) even if
other factors have the opposite effect and are pownerful and are associated with a
decline in total employment.

During the contraction phase of economic changéstbae path-dependency
variablesand a few regional industrial organization varghbdre statistically significant.
Besidessum scoreand thehigh score only the variable approximating the change of the
level of competition was statistically significanticating that tougher competition
forced businesses to release more employees.

The unexpected absence of statistically meanimgfationships between

academic reputation and metropolitan employmenvtir@ver the period of time
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Table VI. Influence of Reputational Scores on Regnal Employment

Dependent Variable: percentage
Variable change of employmel 1998-2001 2002-2004 1998-2004
Constant Coefficien -0.078 -0.120 0.753 0.729 .012 -2.032
POLICY VARIABLES
Sum of cumulative quality scoresym score| SS Coefficient, 0.052 0.033. 0.020
t-statistic| 4.196*** 2.887** 0.841
Highest cumulative quality scordsigh score HS Coefficient 0.233 0.128 0.119
t-statistic 3.976%* 2.405** 1.077
Industry R&D Spendingpercent change 1987-1997 IRD87P7 Coefficient ©.00 0.004 0.001 0.001 0.004 0.004|
t-statistic| 4.166**  4.156*** 0.713 0.659 2.625*  2.647*
REGIONAL INDUSTRIAL ORGANIZATION VARIABLES
Ratio of regional business establishments to WiSines| COMP8897 Coefficient 0.103 0.104 -0.065 -0.064 0.18 0.179
establishmentpercent change 1988-1997 t-statistic| 3.769**  3.777*** -2.630** -2.621** JATYxR** B 4720
Number of large establishmeni8¢ LRG88 Coefficient -0.067 -0.072 0.003 0.003 -0.101 -0.107
t-statistic| -3.945**  -4.045%* 0.186 0.173 -3.B8**  -3.234**
Single-establishment start-ups normalized by pdmral99( ENT90 Coefficient 0.001 0.001 0.0001 -0.000818 0.00 0.001
t-statistic| ~ 2.798** 3.255%* -0.785 -1.497 2.8%*  2.860%**
Industrial Specialization1987 SP87 Coefficient -0.040 -0.036 0.016 0.02 0.052 -0.051
t-statistic|  -1.952* -1.727 0.887 1.097 -1.332  1.323
Industrial Diversification 1987 Dv87 Coefficient 0.025 0.020 -0.033 -0.035 0.076 07a.
t-statistic 0.525 0.433 -0.789 -0.852 0.862 40.8
PATH-DEPENDENCY VARIABLES
Employment growth rate, 1982-1986 E8286 Coefficient 0.113 0.113 -0.046 -0.046 0.213 0.217
t-statistic| 5.662***  5.646*** -2.493** -2.507* | 5.669***  5.657**
Employment growth rate, 1987-1991 E87P1 Coefficient 0.156 0.154 -0.046 -0.048 0.297 0.297
t-statistic| 6.182**  6.110*** -1.960** -2.033* | 6.286™*  6.275**
Employment growth rate, 1992-1997 E9207 Coefficient 0.120 0.120 -0.094 -0.095 0.234 0.234
t-statistic| 4.422**  4.427** | -3.824**  -3.833* | 4.611**  4.620***
Employment growth rate, 1998-2001 E98D1 Coefficient -0.182 -0.176
t-statistic -3.856%**  -3.720***
R Square 0.435 0.432 0.296 0.291 0.411 0.4]
Adjusted R square 0.419 0.416 0.274 0.269 0.395 950.3

* sianificant at the .10 confidence level
Number of observations metro group = 361
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from 1998 to 2004 can be explained by the different structure opleryment growth
during the two phases of the business cycle. flimng is also supported by the
statistical significance of the policy variableslahe other independent variables in
equations describing the expansion and contragti@ses of the business cycle. Both
equations describing the expansion phase (1998}&b@iv that employment growth
was associated with the policy variables, induR&D spending, and the variables of
regional industrial structure, while both equatidescribing the contraction phase of the
business cycle and slow recovery (2002-2004) siatvemployment changes were
primarily related to the lagged dependent variables statistically weaker reputational
scores.

Private businesses are more responsive to cyclaaiges. They increased their
employment during the economic expansion and whemtonomy turns down or
restructures they are more likely to decrease #maployment.Industry R&D spending
is statistically significant during the expansidmape of the business cycle and over the
entire time period. In the equations describirgeaRkpansion and contraction phases of
the business cycle, this variable has positiveesgjon coefficients (0.004 and 0.001,
respectively), indicating that larger investmenpiivate research is positively associated
with metropolitan employment growth. During theipd of economic recession and
recovery from 2002 to 200#dustry R&D spendingvas not associated with changes of

regional employmentindustry R&D spendingvas statistically associated with

% Qver the entire time period from 1998 to 2004rehare no statistically meaningful relationships
between the two policy variables (sum score ant bapre) and the percentage increase in metropolita
area employment. This is similar to the findinggtie previous chapter on the impact of univerRi&D
spending on regional employment and supports puswiesearch on the impact of academic reputation on
regional economic outcomes in Hill and Lendel “Thgpact of the Reputation of Bio-Life Science and
Engineering Doctoral Programs on Regional Econddeicelopment.” Economic Development Quarterly,
Vol. 21 No. 3, August 2007 223-243.
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employment changes in the equation describingxtparesion phase and had no
statistical association with percentage changeeaifapolitan employment in the
equation describing the contraction phase of tlstess cycle Private R&D spendings
also positively associated with metropolitan empient growth over the entire time
period (1998-2004) with the statistical significarat the 0.05 level in both equations.

The variables of regional industrial organizataoe closely associated with
employment changes during the expansion phasesdfukiness cycle, and, together with
the policy and path-dependency variables, expla# 4f variation in the change of
metropolitan employment. Variables measuringdi@nge in the ratio of regional
business establishments to U.S. business estakidiithenumber of large
establishmentsand thesingle-establishment start-ups normalized by pdjaricare
statistically significant at the 0.01 level. Tharibles of thehange in the ratio of
regional business establishments to U.S. busirstableshmentsnd thesingle-
establishment start-ups normalized by populahame positive regression coefficients
(0.10 and 0.001, respectively) indicating thatrarease in their values is associated with
employment growth. Theumber of large establishmeritas a negative regression
coefficient (-0.07) with both policy variables denstrating that an increase in their
values is associated with negative changes in p@itan employment.

The variable approximating regionatustrial specializations negatively
associated (-0.04) with metropolitan employmeningfea and it is statistically significant
at the 0.10 level only in the model that ub&gh scoreas a policy variable. The negative

sign of this variable’s regression coefficient sestg that the higher percentage of
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employment in the five top expéfindustries is associated with the negative chairges
metropolitan employment over the expansion phaskeobusiness cycle. The regional
industrial diversificationvariable was not statistically significant in aemployment
model.

In the models describing the contraction phas@é@biusiness cycle, only the
variable approximating regional competition amongibess establishments is
statistically significant (at the 0.05 level). Tti@ange in the ratio of regional business
establishments to U.S. business establishmemsgatively associated (-0.065) with
metropolitan employment changes during economiesgon and recovery. The
independent variables in the models describingtimeraction phase of the business
cycle explain only 29-30% of the variation in thergentage of metropolitan employment
change.

The models describing the entire period of timenfrl998 to 2004, have a
specific pattern of statistical significance. Théttern is similar to that of the models
exploring the expansion phase of the business cyldhe variables measuring tbleange
in the ratio of regional business establishments 8. business establishmerite
number of large establishmengndsingle-establishment start-ups normalized by
populationare all statistically significant at the 0.01 lev&he variables of thehange in
the ratio of regional business establishments t8. Business establishmeatyd the
single-establishment start-ups normalized by pdjputehave positive regression
coefficients (0.18 and 0.001, respectively) inditgthat an increase in their values is
positively associated with employment growth. Tiaenber of large establishmeritas

a negative regressions coefficient (-0.1) with bmthcy variables demonstrating that an

2" The export industries are approximated by thetiooajuotient of their gross product.
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increase in their values is associated with thatmeg changes of metropolitan
employment. The variables of regiomadustrial specializatiorandindustrial
diversificationare not statistically significant. All the indemkent variables explain 41%
of the variation in metropolitan employment in thedels for the entire time period.

All the employment path-dependency variables inntloelels describing the entire
time period are statistically significant at th@Dlevel. The coefficients of all of the
path-dependency variables of employment changpasiéive in both equations, which
indicates that high reputation of research and hegjronal private R&D spending
captured in these path-dependency variables afgmosian increase in total regional
employment. The consistent statistical signifi@otthe path-dependency variables in
all models indicates that economic momentum cagthyethese variables is associated
with the increase in total employment in the expamphase and over the entire time
period (having positive signs of regression coedfits in these equations), and the
decline in employment during business downturnsesnmhomic restructuring (having

negative coefficients of path-dependency variables)

2.7 Impact of University Reputation on Gross MetrogolifProduct Over the Business

Cycle

In the models of employment growth, the policy ahles §um scorendhigh
scorg were consistently statistically significant armkjpively related to changes in
employment over the expansion and contraction ghafsihe business cycle. In the

models of gross regional product changes, the ypwhciables have positive regression
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coefficients and are consistently statisticallyngigant only for the expansion phase of
the business cycle. During the contraction phésleeobusiness cycle, only tisem
scoreis statistically significant and both policy varias have negative association with
employment change (Table VII).

The policy variables have a positive effect onghmwth of the gross metropolitan
product éum scord.082,high score0.342) and are statistically significant at th@10.
level during the expansion phase of the businesle cyBoth policy variables have a
similar pattern in all three sets of regressiorab{& VIl) and their signs and statistical
significance change in the same way. Onlydine scores statistically associated with
the changes in gross regional product during tiraction phase of the business cycle,
but the regression coefficient of this policy vateais negative (-0.034) indicating that
increase of theum score is associated with decrease of the percentagmela gross
metropolitan product. Both policy variables becastatistically insignificant in the
model that covers the complete time period.

The economic significance of the quality scoraalades on gross regional
product, however, is quite different. During tlentraction phase of the business cycle,
thesum scoreandhigh scorenot only lose their statistical significance, bt signs of
the regression coefficients of the policy variatdes reversed. When the economy
declined, higher values of the cumulative metrdpaliexcellence in doctoral research are
associated with negative changes in the total gexgsnal product. In the model that
examines the entire time period, the policy vagabitegression coefficients were again

positive, but not statistically significant.
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Table VII. Influence of Reputational Scores on Gras Metropolitan Product

Dependent Variable:
Variable percentage change of GMP: 1998-2001 2002-2004 2008-
Constant Coefficien 2.637 2.558 5.664 5.705 88.2 0.010
POLICY VARIABLES
Sum of cumulative quality scoresym score| SS Coefficient| 0.082 -0.034 0.047
t-statistic| 3.668*** -2.230** 1.265
Highest cumulative quality scordsigh score HS Coefficient 0.342 -0.115 0.168
t-statistic 3.260*** -1.628 1.407
Industry R&D Spendingpercent change 1987-1997 IRD87P7 Coefficient ®.00 0.006 -0.00045 0.000034 0.008 0.004
t-statistic| 3.835**  3.791%* -0.039 0.033 3.065*  3.488***
REGIONAL INDUSTRIAL ORGANIZATION VARIABLES
Ratio of regional business establishments to WSines
establishmentpercent change 1988-199ZOMP8897 Coefficient 0.029 0.032 0.011 0.010 0.107 0.176
t-statistic 0.640 0.692 0.372 0.322 1.399 3.368
Number of large establishmeni8¢ LRG88 Coefficient -0.160 -0.164 -0.011 -0.013 -924 -0.172
t-statistic| -5.403*** -5 295%** -0.519 -0.628 -828***  -4.881***
Single-establishment start-ups normalized by pdmrial99( ENT90 Coefficient 0.001 0.002 0.0001 0.0001 0.003 .002
t-statistic| 4.574**  4,941%** 1.084 0.900 4.766** 4.561**
Industrial Specialization1987 Sp87 Coefficient -0.025 -0.018 -0.002 -0.006 0.008 -0.056
t-statistic -0.676 -0.476 -0.072 -0.237 0.125 329.
Industrial Diversification 1987 Dv87 Coefficient 0.059 0.052 0.027 0.030 0.117 0.09
t-statistic 0.708 0.621 0.483 0.535 0.841 0.96
PATH-DEPENDENCY VARIABLES
GMP growth rate, 1998-200[L GP9801 Coefficient 16aQ. 0.157
t-statistic 4.587** 4.440%*
GMP growth rate, 1987-199f GP8797 Coefficient 0.068 0.069 0.024 0.024 0.153 0.173
t-statistic| 4.237**  4.287*** 2.255** 2.240** 5.I5%*  9.499***
R Square| 0.181 0.175 0.122 0.116 0.190 0.3
Adjusted R
square 0.162 0.156 0.100 0.094 0.172 0.29

* significant at the .10 confidence level
Number of observations metro group = 361
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The pattern of statistical significance and sighsegression coefficients for the
private R&Dspendingvariable in some cases is similar to the pattéthis variable in
the metropolitan employment models, but not ircalles. Therivate R&Dvariable is
statistically significant at the 0.01 level duritige expansion phase of the business cycle
and in the model that describes the entire timsg@erThe regression coefficient for this
variable stays at the level of 0.006 for the moeeéth sum scorend thehigh scoreas
the policy variables during the expansion phasefanthe model with théigh scorefor
the entire time period; the coefficientmivate R&Dspendingncreases to 0.008 for the
model for the entire time period with teeam scoreas a policy variable. During the
contraction phase of the business cykldustry R&D spendingariable is not
statistically significant in both equations, wittesum scoreand with thehigh scoreas
the policy variables.

Two of the variables describing the regional irtdakorganization, theumber of
large establishmentandsingle-establishment start-ups normalized by papartahad
the most consistent pattern of statistical sigarifice and signs of the regression
coefficients across all models describing a chaiggoss metropolitan product.

Thenumber of large establishmer{specified as the number of establishments
with more than 1,000 employees) is negatively eeldd the gross regional product and
is statistically significant at the 0.01 level omiythe models that capture the expansion
phase of the business cycle and the entire timegein contrast, the variable single-
establishment start-ups normalized by populatsostatistically significant at the 0.01
level and is positively related to changes in grassropolitan product during the

expansion phase of the business cycle and overtive time period (with coefficients
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of correlation from 0.001 to 0.003). During thenttaction phase of the business cycle,
neither variable is statistically significant.

The pattern of statistical significance and tlgmsiof the regression coefficients
of these two variables suggest that regions withllemumbers of large establishments
and higher rates of increasesingle-establishment start-ups normalized by pdjparta
had a larger increase in gross regional produbts Was only true, however, when the
overall economy was growing, as the first set ofieis (first and second equations in
Table VII) describes economic expansion and the et of models (fifth and sixth
equations) describes the whole economic cycle tivatiall, resulted in economic growth.

The impact of the research quality of universibgtbral programs on regional
performance is not cyclical. In all six modelstiwiegional gross product as a dependent
variable and the research quality scores as the padicy variables, all path-dependency
variables were statistically significant at thelody 0.05 level. Similar to the models of
regional employment growth, these history variablielegged gross product represent
lag effects and path dependencies. The consistarstgtistical significance of these
variables suggests that the structure of the maoslelsrrect. The lagged variables
account for the effects of long-term consistenestment in research excellence, the
changes in dependent variables that relate toabegvowth of the regional gross product
due to existing labor markets and economic streatfiregional economies, and path
dependencies related to the bundled nature ofrtivenrsity products reflected in our
policy variables, reputational excellence.

The explanatory power of all models was lower tfaarthe models of regional

employment growth, ranging from 16% to 29% duringremic growth periods to 9%
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t010% during the economic decline and recoveryogeriSuch a low explanatory power
suggests that the models might reflect only paréebvery after the last recession and do
not capture the entire effect of the cumulativeeieoce of university research.

Overall, all six models analyzed in this sectioggest that the null hypotheses
that the concentration of excellence within a srigthnology-generating Ph.D.

discipline across a region and the concentraticexoéllence across an arrafy

technology-generating Ph.D. disciplines acrosggeore- cannot be rejected. The
research reputation of university doctoral progréuas a statistically significant impact
on regional outcomes during a period of econompaasion. The results about the
impact of reputational excellence on regional ootes for the contraction phase of the
business cycle and over the complete time periae wet conclusive because the policy
variables were statistically meaningful only inesetive models and because the signs of
their regression coefficients were different actb&smodels with change of employment
and change of gross product as dependent variables.

The pattern of statistical significance and tlgmsiof the regression coefficients
of the variables describing regional industrialasrigation suggest that the null
hypothesis that the characteristics of regionaligtdal structure have no positive effect
on the process of transforming metropolitan exoekeinto economic development
outcomes cannot be rejected for thange in the ratio of regional business
establishments to U.S. business establishnaamtshe number @fingle-establishment
start-ups normalized by populatiomhese two regional characteristics had stasikyic
meaningful and positive effect on gross regionabprct changes in the models for the

expansion phase of the business cycle and ovemtire time period. Theumber of
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large establishments the regional economy was statistically sigrficbut negatively
associated with gross product changes in the mdolelee expansion phase of the
business cycle and over the entire time period.

There was no statistical evidence to disproverthlshypothesis on the role of
the variables of regional industrial organizationthe contraction phase of the business
cycle and for two other variables of regional inta$ organization. Neithaendustrial
specializatiomorindustrial diversification- variables that describe the employment
structure of basic industries in the regional econe were statistically significant in any

model.

2.8 Consistency of the Results in the Reputational &tmpact Models

The consistency of the statistical significanc@alicy variablesgum scorend
high scor@ and other independent variables across all madelss chapter is examined
in this section (Table VIII). The models for diféat output variables (employment
growth and gross metropolitan product growth) asrdtie different time periods (the
expansion and contraction phases of the business agd over the entire time period of
1998-2004) are also studied for signs of theirasgion coefficients (Table 1X).

Overall, the policy variables were statisticaligrsficant in the expansion and
contraction phases of the business cycle, butvetthe entire time period. Thedustry
R&D variable was statistically significant in the mtsdéhat examine the expansion phase
of the business cycle and over the entire timeogeriThis variable had no statistically

meaningful relationship with regional output vaftegbin the contraction phase of the
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Table VIII. Statistical Significance of the Indepexdent Variables in the Reputational Scores Impact Mdels

Variable Dependent Var: % 1998-200|[L Dependent \2802-2004 Dependent Var.: 1998-2004
Variable Name Empl GMA Emgl GMP Empl GMP Enlpl GMP miE| GMP Empl | GMP
POLICY VARIABLES
Sum of cumulative quality scoresym score| SS rkx xkx ** **
Highest cumulative quality scordsigh score HS rkx Fkx *
Industry R&D percent change 1987-1997 IRD87P7*** il il ol ** il [ o
REGIONAL INDUSTRIAL
ORGANIZATION VARIABLES
Ratio of business establishmengst chng 1988-97COMP8897| *** ok i *x b ek Hex
Number of large establishmeni8¢ LRG88 | *** bl bl ok fexk i wpx i
Single-est start-ups normalized by populatib®9( ENTOO || ** b rkx Fkk ol Fkk Hkk ik
Industrial Specialization1987 Sp87 *
Industrial Diversification 1987 Dv87
PATH_DEPENDENCY VARIABLES *k%k *k%k *k%k *kk k% *kk *kpk *%X *k%k *k%k *k%k *k%k
R Square|| 0.435| 0.181| 0.432 0.176 0.296 0.1p2 0.291 016 110{4 0.190 | 0.412| 0.302
Adjusted R squar@ 0.419| 0.162| 0.416 0.156 0.274 0.1p0 0.269 0J94 950,13 0.172 | 0.395] 0.286

* significant at the .10 confidence level ** sifioant at the .05 confidence level

Number of observations metro group = 361

*** significaat the .01 confidence level

Table IX. Signs of the Regression Coefficients tiie Independent Variables in the Reputational Scorelmpact Models

Variable Dependent Ve.: % 199¢2001 || Dependent Ve.: % 200:-200£4 || Dependent Ve.: % 199¢2004
Variable Name Emp| GMHE Emdl GMP Empl GMP Enfpl GMP mpiE | GMP| Empl GMP
POLICY VARIABLES
Sum of cumulative quality scoresym score| SS + + + - + +
Highest cumulative quality scordsigh score HS + + + = 4 +
Industry R&L, percent change 19-1997 IRD8797 + + + + + - + + + + + +
REGIONAL INDUSTRIAL
ORGANIZATION VARIABLES
Ratio of business establishmemtst chng 1988-97COMP8897( + + + + - + - + + + + +
Number of large establishmeni®984 LRG88 - - - - + = + = - - - -
Single-est start-ups normalized by populatib®9( ENT90 + + + + + + = + + + + +
Industrial Specialization1987 SP87| - - - - + — + = — 4 - -
Industrial Diversification 1987 DV87 + + + + = + = + + i + +
PATH-DEPENDENCY VARIABLES + + + + - + — + + + + +
R Square || 0.43% | 0.181 | 0.43Z | 0.17¢ || 0.29¢ | 0.12Z | 0.297 | 0.11€¢ | 0.411 | 0.19C | 0.41Z 0.30zZ
Adjusted R squar@ 0.419| 0.162| 0.416 0.1560.274| 0.100] 0.269 0.09¢ 0.395 0.172 0.395 0.7

Note: There is no statistically meaningful relasbips between the regional outcomes and indeperdgables in the shaded cells

Number of observations metro group = 361
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business cycle. The variables describing regiomhlstrial organization had a mixed
pattern of statistical relationships with changesegional employment and gross
product.

In the expansion phase of the business cycle,dheyprariables were
statistically significant at the 0.01 level in &dur models (Table VIII). The coefficients
of regression of theum scoreandhigh scorewere positive across all four models (Table
IX). The consistency of the statistical significarof policy variables during the
expansion phase of the business cycle in botho$eggressions confirms the positive
impact of research universities on the regionaheadc outcomes. This consistency
does not answer the question of how many “goodércellent” doctoral programs in
technology-related fields generate the positiveaglea in employment and output. These
patterns of regression coefficient signs and stedissignificance, however, suggest that
the growth of the regional economy at the metragnllevel is strongly associated with
the research excellence of Ph.D. programs in tdoggeaelated fields of science.

During the economic recession, the high accumulatidhe research excellence
helps metropolitan areas to retain employmentijtlidges not help to sustain or increase
gross metropolitan product. In three out of fowrd®ls examining the contraction phase
of the business cycle, the weaker statistical 8cance (at the 0.05 level) was observed
in conjunction with the inconsistency of the regien coefficient signs of policy
variables. Employment changes during the conttagihase of the business cycle were
positively associated with an increasesoi scorendhigh score however, the change
of gross metropolitan product was negatively asgediwith an increase in research

excellence across all programs in a metropolitea &he only statistically significant
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policy variable in GMP models examining economicloe). Over the entire time
period, neither of two policy variables was stataty meaningful for changes of
regional outcomes, even though the signs of tlegirassion coefficients were all
positive.

Private R&D helps grow regional economies during economic esioas and
over times of the entire business cycles. Thisabée is statistically associated with
changes of the regional outcome variables in théatsoexamining the expansion phase
of the business cycle (at the 0.01 level) and ennttodels for the entire time period (at the
0.01 level in GMP equations and at the 0.05 lavelmployment change models). In all
eight models the higher amountinflustry R&Dis associated with increases in
employment and GMP changé&sivate R&Dis not statistically significant in any models
exploring the contraction phase of the businestecgwen though in three of them the
variable keeps a positive sign of the regressi@fficrent.

Among the variables describing regional induswiganization, the variables
approximating competitive regional markets andepreneurship (thehange in the
ratio of regional business establishments to UuSiress establishmerdad thesingle-
establishment start-ups normalized by populatrespectively) have positive and
statistically meaningful relationships with the cune variables; theumber of large
establishmentapproximating the presence of large companies ifgetas the number
of establishments with more than 1,000 employeas)ahstatistically meaningful and
negative effect on changes of employment and gesggenal product.

The change in thitio of regional business establishments to UuSiness

establishmentss statistically significant in the employment netglat the 0.01 level for
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the expansion phase of the business cycle andlog@ntire time period and the increase
of the relative number of business establishmesl{ssito grow regional employment.
During the period of economic decline, higher rateshange in the relative number of
business establishments is associated with deglmaites of the regional employment at
the 0.05 level of statistical significance.

Thenumber of large establishmenssstatistically significant at the 0.01 level in
the models for the expansion phase of the busimads and over the entire time period.
It has no statistically meaningful relationshipshathe output variables during the
economic recession. In all statistically signifitaelationships, theumber of large
establishmentéwith more than 1,000 employees) is negativelpeassed with
employment and GMP growth emphasizing that thegores of large companies might
have a negative impact of regional growth.

The number o$ingle-establishment start-ups normalized by papargthat
approximates entrepreneurship in all industriesjasistically significant at the 0.01
leveF® and has positive relationships with employment@iwP growth at the expansion
phase of the business cycle and the entire timegeil his variable has no statistically
meaningful relationships to the outcome variabl@sng) the contraction phase of the
business cycle, even though its regression coeffficemains positive for three of the
four models. The results of statistical significarand the signs of the regression
coefficients for this variable suggest that a higeeel of entrepreneurship in a
metropolitan area helps to grow employment and GWiBn the economy is growing

overall and for the long-term regional growth otlex entire business cycle.

2 \With the exception of one model with the statiitisignificance at the 0.05 level — employment gtow
over the expansion phase of the business cyclethatum score as the policy variable.

93



2.9 Summary and Conclusions

During the last 20 years, regional economies wessgering in metropolitan areas with
prominent research universities. Overall, thesmemies secured a departure from the
national growth trend of rising employment and grpsoduct in metropolitan areas with
highly ranked academic Ph.D. programs. Researenrsities with highly ranked Ph.D.
programs in technology-related fields successf@ponded to growing demand for
innovation, creating new knowledge, new productsiadustries, commercializing
inventions, conducting contracted research, pregdrghly educated graduates and
training labor, and enriching urban life with cuilbamenities.

The reputational quality of research universiigestatistically associated with
fluctuations of total metropolitan employment amdss metropolitan product during the
economic expansions and contractions of the mashtéusiness cycle. This reflects
the growing demand for high quality research in1B80s and early 2000s when the
economy had resources to purchase it. The repnotegilected in academic Ph.D.
programs promised high quality research and thaauoy was willing to take the risk.

The statistically significant association of thgthreputation of academic Ph.D.
programs with regional economic outcomes also @éxplahy, during the economic
contraction, employment gains held in economiesadbatinued to grow and decreased
where economies declined. The gross metropgtitaduct gains did not hold during the
contraction phase. The drop in the volume of GMf even greater in regions with high

concentrations of all types of technology-relateagpams. The quality of university

94



research was not statistically associated witlct@nges in GMP in places with a high
specialization of research in a single technolagya This dynamic shows that, during
the economic downturn, universities try to savertassets — talented researchers — and
the regional economy is supported by their compgralgh salaries even in the time of
scrutiny. The gross metropolitan product respdadter to cyclical changes. It contracts
quickly during economic downturns cutting out treky products first. Using the results
of the models showing the impact of university fiapion over the different phases of the
business cycle and over the entire time period§18®4), the null hypothesis could not
be disproved.

The economic returns for university excellenceaneost reversed during the
expansion and contraction phases of the busine$s. cieconomic expansion stimulates
demand for products with the highest marginal ghpwiese products include the results
of academic research in technology-related areasagteed by the reputation of
prominent American universities. The attractivenefsthese products guarantees a high
rate of funding for academic research and, asutrggowth of employment and the
GMP due to the deployment of innovation and mukipéffects in respective regional
economies. Growing businesses and high salaripsotéssor and scientists trigger
spending for real estate and business and persenates, which guarantee regional
economies’ steady growth. During economic dowrdguragional economies with a large
presence of prominent research universities had #mployment better than the
average metro area; however, these regions dootwtlneir GMP following the logic of
survival during recessions. The promises of usitgresearch are a good short-term

commodity. Due to such opposite directions in @mic returns during the phases of the
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business cycle, neither excellence in specializedarch nor cumulative excellence
across technology-related Ph.D. fields makes saamif difference for the regional
outcomes over the entire time period. The longeiop of time summarizes these two
dynamics that statistically cancel each other.

Moreover, the positive association between uniwersisearch excellence and
regional economic outcomes is supported by the taogrelation between the
reputational scores of different Ph.D. progranisugigests that the research
specialization in technology-related areas com&®mbinations of fields. Almost all
fields had a high quality research score if théie@istry and Computer Science
programs ratings were at the highest level. Thellad nature of research excellence
among multiple technology areas strengthens thauative reputation of universities
and therefore helps to sell their promise of refearoducts during economic expansion
and hold their employment during economic declines.

The industry R&D expressed in terms of total expemes reflected typical
behavior for industrial clusters in its responsethe phases of the business cycle. The
expenditures for industry R&D increased and strgisgipported the regional economic
growth when the economy was expanding and declm#te period of economic
contraction, showing no statistically significaatationships with the regional
employment and GMP. Over the entire time periadyéwver, it shows statistical
significance to both growth of total employment gmdss metropolitan product. Such a

dynamic over the long run reflects the overall sadlindustry R&D funding that
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overwhelmingly exceeds university R&D expendituaes absorbs downturns of
economic recessions resulting in a positive sumcelf

Regions differ in their industrial structure, whipértially defines the readiness of
their economies to absorb innovation. More engeeurial economies with larger
numbers of small establishments are better allmtsform academic research
excellence in regional economic outcomes, espgdalalting the economic expansion and
over the long period of time. The metropolitanaasrevith the history of the presence of
large-employment companies are likely to diminisése results, probably due to a low
demand for research products, glum entreprenetuialre, and social problems in such
regions that withdraw resources from the economy.

Statistical research on the influence of reseagphlitation on regional growth
inarguably emphasized the importance of strongareseuniversities to technology-
based economic development. Producing new knowleztgating a highly skilled labor
force, and conducting industry-relevant researoiarsities influence economic growth
through products deployed within regional economigey strengthen the
competitiveness of their regions by developing keawledge via contracted research,
creating new products and industries, and by impgpeultural amenities and creating
regional synergies through dialogs among impontegional players.

University products that are highly dependant oiwensity quality include
technology diffusion, new market products and nesustries, contracted research, and

the creation of new basic knowledge. The capadityniversities to create these

2 The regression coefficients of industry R&D vatéim the models were significantly smaller in the
equations describing the contraction phase of tistnless cycle compared to the expansion phase. The
differences were especially remarkable for the gihaw metropolitan product (Tables VI and VIl irigh
chapter).
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products should be the focal point of regional é&xalip and public policy officials.

Public policy should create an environment higlalydrable for regional innovation.
Involvement of research universities in creatimg@onal competitive advantage must be
central to that environment. State and local @ffecshould consider making public
investments in research capacities of universitiessgting innovation and generating
local demand. They should also provide contindmase-funding to universities that will

help to meet that demand by producing highly sétilebor and enhancing human capital.
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CHAPTER Il

INFLUENCE OF UNIVERSITY AND INDUSTRY R&D ON REGIONA
GROWTH

3.1. Introduction

Many public economic development policies are basethe popular assumption
that investment in university research and infragtire benefits regional economies.
Universities are seen as a core element of a regiiellectual infrastructure and an
essential factor in building successful technolbgged firms and industrial clusters.
Support for building technology clusters is jusgtifiby the desire to create engines of
economic growth and at the same time develop cativeeadvantage.

This argument is attractive to many politicians velne promoting technology-
based economic development and has become a ttastbmof universities (Etzkowitz,

2003a) or one of the university’s functions (Godiistet al., 1995). The supporters of the
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traditional roles of universities, with the main @mases on knowledge creation and a
university’s “social function” (Feller, 1990), douthe ability of universities to promote
economic development. These views are consistiéinttose of scholars who do not
see a research university as a required element$tiong regional technological
intellectual base and assign the role of “surrogaieersity” to large companies
(Saxenian, 1994, 1996; Baumol, 2002; Cortright &#ta 2002; Mayer, 2005) that
perform the core functions of an “entrepreneurralzarsity” (Etzkowitz, 2003b, 2004):
to create new knowledge, commercialize innovateom spin off firms.

A body of empirical work examining knowledge spuérs from universities to
industries and regional economies concludes tleaptésence of universities is a
necessary, but not sufficient, condition for pesitregional growth. Studies identify
multiple university products such as universitydyrates, new knowledge, contracted
research and cultural amenities, and assess thgact on regions. The question
addressed here is which university products cauiito technology-based economic
development and create an impact on regional ecmnamcomes.

Using the results of statistical models, this ¢bapresents the argument that,
across the universe of U.S. metropolitan arease thiee positive and statistically
significant relationships between university R&Dperditures in technology-related
fields and regional growth. This chapter beginthwai literature review that presents the
concept of university products, the conceptual gark of this study. The chapter
continues with a deliberation on R&D expenditureseichnology-related fields as a
variable that approximates the role of researchiarsities in technology-based economic

development and looks at studies that used untyeR&lD expenditures as a policy
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variable in their models. The next section prosida interpretation of the regression
results in models that use two dependent variabtbe percentage change in total
employment and the percentage change in regionabpwditan product. In addition to
the policy variable — university R&D expendituresach model in this chapter includes
industry R&D spending and a set of variables desagiregional industrial organization.
The models are analyzed across the expansion awtihction phases of the business
cycle and their results are compared to a modélktyatures the entire time period. The
chapter concludes with an assessment of the ingbélce marginal increase in academic

R&D expenditures on the regional economic outcoareables.

3.2.  Theoretical Background and Relevant Studies

Since the development of new growth theory, maagliss have been conducted
on the role of universities in technology-basednetoic development. There are a few
economic development theories that underlie tedgyebased economic development
(TBED) and the role of knowledge and innovatio@ BED. The most important among
them are: Schumpeter’'s (1934) theory of creativardetion; the endogenous growth
theory of Romer (1990), which is based on aggloti@raconomies of scale and reflects
Young’s (1928) study of increasing returns to sctde product cycle theory of Vernon
(1966) and Markusen’s (1985) profit cycle concefithws accompanying spatial
occupation distributions and firm strategies; Veatdg1935) description of evolutionary
science and economic progress as the product loioémgical advances; and Solow’s

(1957) technology residual, which is addressetiénGriliches (1979)-Jaffe (1989)
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knowledge production function. Warsh (2006) reweeivthe evolution of all these
preceding theori€Sand summarized the endogenous growth theory angrtiperties of
knowledge. He pointed out that the question Ramaerframed as a graduate student had
finally been answered and concluded that economste fundamentally wrong about
growth overlooking a basic economic principle —tioarivalry of knowledge as the
source of increasing returns.

None of these preceding theories on its own, howg@vevides the
comprehensive foundation for science and technebzgped development policies.
Instead, taken together they create a compositelskar the way knowledge is
transformed into regional economic outcomes, knaw/technology-based economic
development.

Each university interacts with the regional econ@sayepresented by local
businesses, government agencies, and the regiocis and business infrastructufe.
The actual interaction is based on a universitgtso$ products and its value to the
region. The university can create sources of regjioompetitive advantage and can
significantly strengthen what Berglund and Clark@QQ) identify as the seven elements
of a technology-based economy: (1) regional, usiyeibased intellectual infrastructure
— a base that generates new ideas, (2) spillovénsoovledge — commercialization of
university-developed technology, (3) competitiveygibal infrastructure, including the

highest quality and technologically advanced tel@twnication services, (4) technically

30 Also acknowledging Veblen (1898) and Hayek (195#48).

%1 Many studies are focused solely on showing theazhpf university presence using the multiplieeeff
of university expenditures (Jafri et al., 2000; Egaal., 2005; Adebayo, 2006). These studiestisutes
the impact of university products (which we ideytfs purposefully created outcomes according to a
university mission) with the impact of universitgegence in a region (which depends on university
expenditure patterns).
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skilled workforce — an adequate number of highijleskk technical workers, (5) capital
creating information flows around sources of inwestts, (6) entrepreneurial culture —
where people view starting a company as a rousitteer than an unusual occurrence, and
(7) the quality of life that comes from residenaahenities that make a region
competitive.

Bringing elements of globalization into understamyihe role of universities in
local economies is emphasized in the MIT Indus®atformance Center study led by
Richard Lester. The report “Universities, Innowatiand the Competitiveness of Local
Economies” discusses an important alignment olitheersity mission with the needs of
the local economy, emphasizing that this alignnieatfected by the globalization of
knowledge and production and depends on “the ghufitocal firms to take up new
technologies, and new knowledge more generally tamgply this knowledge
productively” (Lester, 2005). This study acknowded the diverse roles played by
universities for transferring knowledge from unsiéies to local industries (Chapter I,
Figure 3, p. 12). Some of these paths are commendnomies with certain core
industries, and some are unique to certain regiéias.exampleeducation/manpower
developmenis as valuable for the economyiadustry transplantatiomndupgrading
mature industry economie$-orefront science and engineering reseaatttdaggressive
technology licensing policiesre unique and critical fareating new industries
economiesandbridging between disconnected act@ss important for the economy as
diversify old industry into related new industry.

The discussion about the role of the universitiheregional economy has been

enriched by a model created by Louis Tornatzky] Pégaugman, and Denis Gray
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(Tornatzky et al., 1995; Tornatzky et al., 199799,92002). These researchers advocate
the importance of research universities for redi@eanomic development and examine
whether the influence of a university on a localremmy differs geographically. The
authors conclude:

“While we agree with skeptics who argue this [unsg’s impact on a

local economy] is not easily accomplished and sloate universities and

states appear to be looking for a quick fix, weesa that there is enough

evidence to demonstrate that universities thatanemitted and

thoughtful can impact their state or local econoarigironment in a

number of ways” (Tornatzky et al., 2002, pp.15-16).

Paytas and Gradeck (2004) tested this hypothedieincase studies of eight universities
by examining the scope of universities’ economigagement in local economies and
arrived at similar conclusions. Goldstein et 24895) developed a set of university
outputs that is broader than the traditional urtdexing of university products, which
includes onlyskilled laborandnew knowledge A similar approach is used by Porter
(2002) in a report for the Initiative for a Compe Inner City. He studied six primary
university products using a multiplier-effect apgch.

According to Hill and Lendel (2007), higher eduoatis a multi-product industry
with seven distinct products: (1) education, (2)tcact research, (3) cultural products,
(4) trained labor, (5) technology diffusion, (6 mnknowledge creation, and (7) new
products and industries. These products becomketadle commodities that are
deployed regionally, nationally, or globally accmglto the market niche of each

product. If deployed regionally, they became a paa region’s economic development

capital base. Three of these products, contraetareh, new knowledge, and new
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products and industries are directly related to R&penditures, a popular input measure
of university impact.

The conduit of the major impact of research unit@sson regional economies is
university-industry interaction. The literaturesclisses many types of interactions
emphasizing that the interaction pattern is not bgemeous across different
technological fields (Geisler & Rubenstein, 1986uls & Anderson, 1998; Lee, 1996;
1999, Etzkowitz & Leydesdorff, 2000; Scibany et aD00). According to Meyer-
Krahmer and Schmoch (1998), industry has a rokesasple observer of science-based
university R&D fields that are focused primarily basic research, and industry is most
likely to interact with universities in less scienlbased fields focused on solving
technical problems. Etzkowitz and Leydesdorff (20&nalyzed the organizational
structure of university-industry interactions, rgnzing that new technologies induce
reorganization of industrial sectors. Using exaspf biotechnology and information
and computer technologies, they emphasized thatérsity research may function
increasingly as a locus in the ‘laboratory’ of skclowledge-intensive network
transitions.” Looking beyond an increasing rolauniversities in technology transfer,
Lee (1999) and Scibany et al. (2000) rank universibducts by their importance to
large companies (from the most to the least impby&s: (1) educated and highly skilled
personnel, (2) the provision of up-to-date researahnew ideas, (3) the provision of
general and useful information, and (4) direct supm the product development
process.

Universities create new knowledge by conductingdoasd applied research,

which is usually measured by the input variabléotdl university R&D expenditures.
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Many scholars have tested the relationships betwabhc and private R&D
investments, trying to explain whether these reteghips have a complementary or
substitutional character. Many studies found assieally significant and positive
spillover effect of public research on industry R&Pending. This has been confirmed
not only by empirical models (Jaffe, 1989; Adan@9Q; Acs et al., 1991; Cohen et al.,
2002; Toole, 1999a, 1999b) but also in historiealecstudies (Link & Scott, 1989;
National Research Council, 1999).

The framework of university-industry interactionstdtes that knowledge
produced in universities finds a market in indestrihat not only utilize that knowledge,
but also follow the direction of university R&D witheir own R&D spending,
developing new products and starting new compamesndustries. In addition to
university-industry relationships, these modelseghnology-based economic
development look at the regional factors of promuntthe role of governments and other
institutions, and the public policies that supgbése interactions and counterweigh
market failures.

The Griliches-Jaffe knowledge production functi@s tbecome a major
framework for modeling the impact of universities geparate industries and whole
regions (Acs, 2002; Acs et al., 1991; Acs et 894 Acs et al., 1995; Almedia & Kogut,
1994; Audretsch & Feldman, 1996; Audretsch & Stepli®96; Jaffe, 1989). Modeling
spillovers from university research in several higthnology industries on a state level,
Jaffe (1989) found a significant effect of univérsiesearch on corporate patents and an
indirect effect on local innovation by inducing imstrial R&D spending. In 1994, Acs,

Audretsch, and Feldman differentiated the prodaclimction for large and small firms,
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finding that geographic proximity to universitiessmore beneficial for small firms
because the university’s R&D may substitute fairmg’ internal R&D, which may be
too costly for small firms. Feldman and Florid@94) used the knowledge production
function to study 13 three-digit SIC industriesapstate level and reached conclusions
regarding the influence of agglomeration throughnbtwork effect:

“Concentration of agglomeration of firms in reldtedustries provide a

pool of technical knowledge and expertise and amgal base of

suppliers and users of information. These netwpl&g an especially

important role when technological knowledge is infal or tacit

nature...” (Feldman & Florida, 1994, p.220).

Using a less aggregated industrial classificatfoarfdigit SIC sectors),
Audretsch and Feldman (1996) found that the gedgeagpncentration of the innovation
output is positively related to industrial R&D, whiproves the existence of knowledge
spillovers within the industrial cluster. Usingianilar framework at the MSA level,
Anselin et al. (1997) uncovered a significant eff@ctechnology transfers between
university research and high technology innovasietvities via private research and
development. Goldstein and Drucker (2006) buittruphe Goldstein and Renault (2004)
model of the impact of university entrepreneunaidtions on regional wage growth and
examined the impact of 4-year colleges and unitiesson earning gains in metropolitan
areas. They found substantial positive effectdifbérent university functions, including
the total amount of research expenditures on regimmcomes.

Another area of literature suggests that univesitiontribute to innovation and

TBED through “open” and “public” sources of knowtgltransfer — publications,
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conferences, faculty consulting, and informal exges of tacit knowleddé(Agrawal &
Henderson, 2002; Cohen, Nelson, & Walsh, 2002gF€l997; Roessner, Carr, Feller,
McGeary, & Newman 1998). Moreover, accountingtfa direct effect of university
R&D expenditures or accepting the wider framewdrkmversity contributions through
open-source knowledge transfer, the number of relsemiversities which impact
economic development has significantly grown oherpast 40 years (Graham &
Dimond, 1997). Further evidence of public belrethe impact of research universities is
the increase in the number of public Research IReskarch Il Carnegie-ranked
institutions from 57 to 125 between 1970 and 1%3I¢r, 2004).

The literature provides evidence that universitylR&ctivities and derived
products affect the development of companies addsimies, and as a result, regional
economic outcomes. The mixed results of thesaegudflect multiple limitations in
their design. Some studies look only at seleatedstries (primarily high technology
industries) or selected regions. The regionalnak&n is particularly important as studies
often fail to look at metropolitan areas, ignorthg fact that they are the primary units of
regional economies. Because they are definedldoy lmarkets, this is the level of the
economy where the market forces act. Some stiallds control for the path
dependency of regional trends and path dependeawteassign all regional gains (or
losses) to the universities’ impact on regionalnecnies. The design of the research
models in this chapter addresses these limitaBodsassesses the impact of academic

R&D expenditures on regional outcomes using theehthtat accounts for industrial

32|n his earlier publication Feller (1990) referttecthe creation of scientific and technological Wexdge
of universities as the “supply of a collective gbwhlich constitutes universities’ “social roles.”eH
claimed that participation in commercializationfa€ulty research leads to institutional change.
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R&D expenditures, regional industrial structure gath dependencies across U.S.

metropolitan areas.

3.3.  Research Design

A number of studies have used university R&D exiiteines as the policy
variable or as one of the several policy variablescribing university impact on regional
economies or university-industry relations (Agra’aCockburn, 2003; Anselin et al.,
1997; Audretsch, 1991; Audretsch & Fendman, 19%g1i8et al., 1993; David et al.,
2000; David & Hall, 2000; Feldman & Florida, 1994&ffe, 1989; Kirchhoff et al., 2002;
Mansfield & Lee, 1996; Markusen et al., 1986; Mari998; Sivitanidou & Sivitanides,
1995; Stankiewicz, 1986; Tornquist & Hoenack, 1986) Many of these studies
documented positive and statistically significgmtlsver effects of university R&D
expenditures by stimulating private R&D spendingg/t al., 1991; Adams, 1990; Jaffe,
1989; Toole, 1999a, 1999b). Some studies weretalecord no effect or only
marginal effects of R&D expenditures on private pames, industries, or regional

economies.

Research Question
Preceding studies tested the impact of univers&ipRxpenditures on regional
economies using a variety of research designs.eJooked at the impact of a single-

area research and development on regional outc@ndxthers assessed a group of

% There is also a stream of literature that assehsesffect of R&D public subsidies or governme&tR
funding performed by firms (Mamuneas & Nadiri, 1986isom, 2000; Guellec & de la Potterie, 2003)
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research fields as the causal effect factor. Gfterselection of the research field(s) was
determined by the availability of data or the spkzation of the region of interest.

This chapter attempts to assess the impact dfdhleandscopeof university
R&D expenditures in technology-oriented fields egional economic outcomes using a
framework of the university products. Concentrgui&D activities in a single research
field emphasizes the specialization of researdie Jpecialization of research creates
positive externalities of theconomies of scal&at benefit from having specialized
suppliers (or, specifically in a case of reseawtivdies, state of the art research
equipment), a specialized pool of labor (a natilgrthin but regionally thick pool of
scientists and specialists with specific knowledgd skills), specialized finance (angels
and venture capital) and specialized marketindgnefunique area of research expertise.
All these factors increase efficiencies on the §upjle of research and also increase the
probability of successful research outcomes froepdspecialization of knowledge in
one area.

University R&D expenditures that span a broad aafagchnology-related
research fields creates benefits from the poséxternalities oeconomies of scope
Synergies among different research products afdsf@eate a fruitful ground for
creative solutions and cross-field applications)fogced by efficiencies in the way
research is supported at the university-level &ediay knowledge and intellectual
property is marketed and distributed.

The research framework identifies seven distinatipcts of research universities:
(1) education, (2) contract research, (3) cultpraducts, (4) trained labor, (5)

technology diffusion, (6) new knowledge creationd €7) new products and industries.
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The policy variable used in this chapter, totaversity R&D expenditures in
technology-related fields, represents the resofingait) that generates three major
university products (outputs): new knowledge, neadpcts and industries, and
contracted research. The policy variable is opmratized across research fields and
across universities within an MSA.

The operationalization of the policy variable as #ttcumulation of R&D
expenditures in a single research field aims tbtheshypothesis on the specialization of
research within a single area of research experiités variable is designated to capture
economies of scale. Summing research expendifwress all research fields in a region
is designed to capture, and is best suited for@oaes of scope.

There are three research questions addressed ichidupter:

- Do both the scale and the scope of university R&Peaditures in technology-
related fields in a metropolitan area have an irhpaaegional economic
outcomes?

- How do the scale and the scope of university R&pPegxlitures in technology-
related fields impact regional outcomes in compariwith industry R&D
spending?

- How does regional industrial organization influetize transformation of

university R&D expenditures in technology-relateglds into regional growth?

Hypotheses

The first set of hypotheses in this chapter temt@fonomies of scale of university R&D

expenditures. That is, it tests for the existevfgeositive economic spillovers from
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expenditures in a single technology-oriented fefldesearch across all universities in a
metropolitan area.

«  (H10) The concentration of university R&D expendituvathin a single
technology-generating field within a region (scald&r&D) has no positive
effect on change of regional employment and grossapolitan product.

«  (H11) The concentration of university R&D expendituvathin a single
technology-generating field within a region (scald&R&D) has a positive effect
on change of regional employment and gross metitapgbroduct.

The second hypothesis tests for the hypothesizpdatof economies of scope of
academic research. It tests for existence ofipesgiconomic spillovers produced by the
sum of university R&D expenditures across of tedbgyp fields in all universities in a
metropolitan region.

. (H20) The scope of university R&D expenditures acanssrray of technology-
generating fields within a region has no positiffea on change of regional
employment and gross metropolitan product.

«  (H21) The scope of university R&D expenditures acrasamaay of technology-
generating fields within a region has a positiie&fon change of regional
employment and gross metropolitan product.

The third hypothesis addresses the influence abnedjindustrial organization on the
process of transforming university and industry R&tpenditures into regional

economic outcomes:
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« (Hs0) The characteristics of regional industrial oligation have no effect on the
way university and industry R&D expenditures infige the change of regional
employment and gross metropolitan product.

«  (Hs1) The characteristics of regional industrial orgation affect the way university
and industry R&D expenditures influence the chaofgegional employment and
gross metropolitan product.

These three sets of hypotheses are tested with-semsional regression models that

include university R&D expenditures as policy vates. The percentage change in total

employment and gross metropolitan product (GMP tfa@edependent variables. The
other independent variables include industry R&Pexditures, variables describing
regional industrial organization, and path-depeggemriables that reflect the long-term
trend of regional development. The path-dependgadgbles absorb the effect of path

dependencies.

Research Model

The general form of the model is:

RO =a,+aUR, +a,PR +a;E;, +a,RCM, +a;RS +a,RD, +a,RL, +a,H; +e,

e ~ -

Regional Policy variables  Regional Industrial Organization Path
outcomes dependency
where:

- RO is percentage change in employment or gross ptaduegion j .
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« UR; is university R&D expenditures in region

- PR, isindustrial R&D expenditures in region

- E, is avariable characterizing the level of entrepteship in regionj .

«  RCM,; is the level of competition in regiop.

« RS is the industrial specialization of the regionedbeomy.

- RD; is the industrial diversification of the regiorgaonomy.

- RL, reflects the presence of establishments with rtiae 1,000 employees

(approximates a presence of large companies) inrrep.

H, is lagged dependent variables that are referres fath dependency

represented by variables that reflect the prevpmrformance of regior .

The policy variableJR; is total university R&D expenditures that approatsan input

resource that creates university products, sudomasact research, technology diffusion,
new knowledge creation, and new products and ineésst This policy variable is
operationalized by two R&D variables, high scorerage (HSA) and sum score average
(SSA).

The high score variable reflects the scale of usiyeR&D expenditures within a
single technology-related research field and isudated as a summation of all R&D

expenditures in that field across all universitsethin a metropolitan area that have this
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field of research. Due to a high volatility of R&Xpenditures over time, this variable is
calculated as an annual average during the pefitiche from 1987 to 1997

11 P

z zurpf

t=1\ p=1

HSA =Max,| ——— | , 2
) =Max,| = @

of

wherej — metropolitan statistical arga1, ..., 361;f — field of university research
programsf=1, ..., 14;p — individual research program in a metropolitasegr=1, ..., P;
andt — period of time during which the average of ursity R&D expenditures was
calculated, from 1987 to 199%1, ... 11.

The sum score variable reflects the scope of usityeR&D expenditures across
all 14 technology-related fields and is calculaasch summation of all R&D expenditures
across all 14 fields and across all universitiegthiwia metropolitan area. This variable is
also calculated as an annual average during thedoef time from 1987 to 1997.

The sum score was calculated as:

11 P

14 le_lurpt
ss,gxzfz:l “’l—l : 3)

These variables are calculated across 14 selediatiic and technology fields most
often affiliated with technology-based economicelepment. These fields are:

1. Aeronautical and Astronautical Science

% According to The National Science Foundation (NS#&jvey of Research and Development
Expenditures at Universities and Colleges, therg avmajor break in data between 1997 and 1998dae t
change in the methodology of collecting academidR&penditures. The data before 1997 and after
1998 are not comparabléitp://webcaspar.nsf.gov
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8.

9.

Bioengineering/Biomedical Engineering
Chemical Engineering

Electrical Engineering

Mechanical Engineering

Metallurgical and Materials Engineering

. Materials Engineering

Chemistry

Physics

10. Other Physical Sciences

11.Computer Sciences

12.Biological Sciences

13.Medical Sciences

14.Other Life Sciences.

More methodology details on calculating model Valea are available in Appendix B.
The hypotheses are tested by running cross-settianiiple regression models on a

universe of 361 metropolitan statistical areasgi§lecember 2003 boundary

definition>®

Data

The source of data for calculating the policy Viales is the National Science
Foundation (NSF) Survey of Research and Developiepéenditures at Universities and

Colleges, which is conducted annually by the NS#dn of Science Resources

% OMB Bulletin No. 03-04. Statistical and Sciencdi®oBranch, Office of Information and Regulatory

Affairs, Office of Management and Budget.
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Statistics (SRS). The universe of the NSF sunfd&D expenditures at universities

and college¥ in 14 science and technology-related fields inefudbout 550 universities
annually. While the list of universities resporglio this survey changes every year, the
population of universities that responded to thiwvsy at least once between 1987 and
1997’ is greater than any number of universities thspoaded to this survey for any

given year. Removing from the population thoseversities that had annual total R&D
expenditures below $100,080n any year between 1987 and 1997 brought thetafun
research universities included in the databastheocalculation of SSA and HSA to 742.
The descriptive statistics of the policy varialdesl the dependent variables are presented

in Table X.

Table X. Descriptive Statistics on the Policy an®ependent Variables

% Variables Max Min Mean St Dev
8 | University SSA8797 | 1,324,169 0* 60,294 153,249
S | R&D, $1,000 | HSA8797 | 444,944 0O* 21,007 55,539
>

(@]

S | MAUSYR&D | 1987 1907| 12618 -842 937 2002
g, | Change, %

[]

S | erolovment | 1998-2004 435 -10.9 5.6 7.7
5 | ohones o 1998-2001 195 -89 4.0 4.2
g ge, %

z 2002-2004 59 -15.1 -1.6 3.3
L | Gross _ 1998-2004 51.6 -7.1 17.1 10.4
@ | Metropolitan | 1998-2001 302 -14.1 6.0 6.2
& | Product

O | Change, % 2002-2004 219 -39 7.3 3.9

*Metropolitan areas that do not have research usities or have universities that did not passestold
of $100,000 in annual R&D are considered as hazéerg average R&D expenditures (SSA and HSA).

% Collected from the Integrated Science and EngingéResource Data System maintained by the
National Science Foundation (NSF) at the LibrarZofhgress WebCASPARLtp://webcaspar.nsf.gov

3" The methodology of collecting university R&D ddma NSF'’s university survey changed in 1998, which
makes it impossible to compare 1988 data to prewaars.

3 Measured in nominal dollars of the assessment year
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The New York MSA has the highest average cumuld®&® expenditures
(SSA) during the time period from 1987 to 1997 8#dillion). It is followed by
Baltimore and Boston, both with more than $1 hillia average annual R&D
expenditures ($1.1 billion and $1.0 billion, respealy). Following these three
metropolitan areas, four other MSAs (mentionedaardasing order of their total R&D
expenditures) are Los Angeles, San Francisco, Gbjand Philadelphia (with Los
Angeles spending $894 million and Philadelphia $88lion). The highest variance
among these seven top metropolitan areas is oluserWwew York and Los Angeles.

While the high score (HSA) variable is a part ad fum score (SSA), the top
metropolitan areas identified based on the larBé&4d expenditures in a single field of
research are the same metropolitan areas wittatgedt scope of total R&D
expenditures across all technology-related fiefdesearch. Nine of the top ten
metropolitan areas have the largest scale of R&heeditures in Medical Science
research. The largest amounts of average annuBll $p&nding on university research in
this field occurred in New York ($445 million), S&nancisco ($401 million), Los
Angeles ($385 million), and Baltimore ($296 milljorBoston, Philadelphia, Chicago,
Houston, and Durham, (NC), formed the next groufeohnical research giants. Their
total R&D spending across all universities in eawdtropolitan area ranged from $213 to
$248 million. The highest variance within theseesemetropolitan areas is experienced
by San Francisco, Los Angeles, and Baltimore. ehsity R&D expenditures in

metropolitan regions are complemented by indus&pRpending.
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The biggest relative change in imputed industry R&penditures was not
experienced by the largest metropolitan af@asmong the total of 361 MSAs, 99
metropolitan areas more than doubled their impirtddstry research funding from 1987
to 1997 and only 18 were among the 100 largest metrapolireas’ The large-to-
medium sized metropolitan areas with the biggesemse in imputed industry R&D
expenditures were Trenton (NJ), Colorado Spring3)(®ortland (OR-WA), Idaho Falls
(ID), Raleigh (NC), and Worcester (MA).

Imputed industry R&D expenditures are the proddi¢ctvo variables — industry
R&D at the state level and employment in the Sa@eResearch and Development
Services industry at the county level. The twg@stalculation of industry R&D
expenditures included: (1) distributing state R&penditures to the county level using
the distribution of employment in the Science Regdeand Development Services
industry (NAICS 5417) of each county; and (2) sumgntcounty industry R&D
expenditures to MSA industry R&D expenditures udimg 2003 definition of U.S.
metropolitan statistical areas. Therefore, thengka of industry R&D expenditures at

the MSA level do not necessarily reflect the inseeaf total amount of industry R&D

% Industry R&D expenditures at the state level (8euiThe National Science Foundation, Survey of
Industrial Research and Developmadtitp://www.nsf.gov/statistics/srvyindusjrwere distributed at the
level of U.S. counties using the distribution of@ayment in the industrial sector Science Reseanth
Development Services (NAICS 5417) (Source: Moodc¢snomy.com), which includes scientists and
technicians that are employed by private indusksom the county level the industry R&D expenditure
were aggregated to the level of U.S. metropolitatistical areas using 2003 definition of metrofaali
areas.

9 Industry research funding addresses industrial R&Penditures, which do not include the fraction of
university R&D spending funded by private indusffie classification of R&D expenditures used irsthi
research refers to the classification by institugithat perform research and not by the institgtibiat
provide funding.

*! Industry R&D expenditures were distributed by Scie Research and Development Services
employment (NAICS 5417) and two variables contréolto the increase: total industrial R&D fundshet t
state level and total NAICS 5417 employment.
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spending or changes in productivity of private R&gxtor. It might be a result of

decreased employment in the Science Research areddpment Services industry.

Metropolitan areas with the largest scores in usiyeresearch (SSA) and the

change of industrial research during the time gkhiom 1987 to 1997 are ranked in

Table XI.

Table XI. Ten Top Metropolitan Areas in University and Industrial R&D

Expenditures

University R&D

Industrial R&D

MSA Name 1987| 1997|1987-199711987| 1997 |1987-1997|
@ @ ©)) @ ®) (6) 0

New York-Northern New Jersey-Long Island, NY-NJ-PA1 1 1 1 1 9
Baltimore-Towson, MD 2 2 2
Boston-Cambridge-Quincy, MA-NH 3 3 3 4 7
Los Angeles-Long Beach-Santa Ana, CA ! 4 4 2 4
San Francisco-Oakland-Fremont, CA 5 5 5 9 5 3
Chicago-Naperville-Joliet, IL-IN-WI 6 6 6 7 8
Philadelphia-Camden-Wilmington, PA-NJ-DE-MD 1 1 7 5 9
Houston-Baytown-Sugar Land, TX 9 8
San Jose-Sunnyvale-Santa Clara, CA 8 9 8 6 5
Washington-Arlington-Alexandria, DC-VA-MD-WV 10 10
Atlanta-Sandy Springs-Marietta, GA 8 (12)
Madison, WI 10 (13) 2
Durham, NC 10 (14) 8
San Diego-Carlsbhad-San Marcos, CA (15 5 3 6
Ithaca, NY 9 (16) 1
Seattle-Tacoma-Bellevue, WA (29) 10 10 4
Detroit-Warren-Livonia, Ml (56) 3 2 7

1 MSAs are sorted by rank on the main policy vagablsum score average from 1987 to 1997

2 Relative rank among MSAs that are in the toptll@ast in one other category

The 17 metropolitan areas listed in the table an&ed in the top ten by

university or by industry R&D expenditures. Thewg gorted in the table by the sum

score of university R&D spending (column 4). Thp seven metropolitan areas
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identified by the largest university R&D spendirnd dot change their ranking over time.
The San Jose, Ithaca and Madison MSAs, which veetieed &, 9", and 18 in 1987,
were replaced in the list by Atlanta, Houston, 8ugtham. The West Coast metropolitan
areas create a contiguous region with high leveldfistry R&D expenditures. If
Combined Statistical Areas were used as a unihalfyais, more MSAs from the West
Coast would be at the top of this list.

Seven metropolitan areas on the list had high $eokboth academic and industry
R&D expenditures. Baltimore and Houston have dauiger university R&D spending,
while San Diego, Seattle, and Detroit are led hygte sector R&D expenditures.
Interestingly, metropolitan Washington DC did nooi® high in any individual year in
terms of university or industry R&D expenditurest gained 18 position in both over
time due to its consistent funding.

The dependent variables have high variance adnessriverse of metropolitan
areas (Table X). The largest variances in thegm¢éage change in employment are
observed for the entire time period included ingtaistical model, from 1998 to 2004.
It is followed by the change during the expansibage of the business cycle (1998-
2001), which is also almost four times larger th@mmaximum of employment change
during the contraction phase (2002-2004). Chamggeoss metropolitan product (GMP)
showed similar patterns; the greatest varianceolbasrved over the entire time period
(from a maximum of 51.6 to a minimum of -7.1), évled by the variance in the
expansion phase of the business cycle (from 30.24d).

Comparing the two dependent variables, change if?@kperiences larger

fluctuations across metropolitan areas over tina@ tlegional employment. The means
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and standard deviations for GMP are larger in Ipbidises of the business cycle and they
are comparable to the means and standard deviati@mployment variables over the
entire time period. These dynamics reflect greal&sticity of employment to economic
fluctuations. When the economy goes into recessimployers in private industry
tighten their staff and increase productivity tryito retain their market shares of GMP.
The cyclical changes do not affect GMP as muchhgd@/ment, especially in the
regions with growing economies. The change of méaGMP from the expansion
phase to the contraction phase of the business @yas only 22% (from 6.0 to 7.3),

while the similar measure of employment changedd4®om 4.0 to -1.6).

The absolute change in the dependent variablesxdspmn the size of the
metropolitan area (Appendix D, Table D-1). Aftériding the universe of metropolitan
areas into five groups according to the naturahksen their population size distribution,
the largest metropolitan areas showed the mostistab regard to changes in their
economic outcomes. The first group includes th&ldgest MSAs, which, due to their
size, have more diversified economies and mordestabployment and GMP.
Population groups two and three account for 293hhetropolitan areas respectively,
and show increased volatility in terms of employtreamd GMP. The last two MSA
groups, which account for 76 and 208 metropolitaas, had the largest variance and
standard deviation from their group mean of theetelent variables, especially with
respect to employment changes.

Taking into account all of the descriptive charast&s of the policy variables

and dependent variables, the following sectiongntssthe statistical results of modeling
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the influence of university R&D expenditures orat@mployment and gross

metropolitan product.

3.4. Impact of University R&D Expenditures on Retal Employment over the

Business Cycle

University R&D expenditures show an economicallyameagful and statistically
significant effect on the percentage change in tegional employment over the
different phases of the business cycle (Table XTlhe strongest impact of university
R&D expenditures on employment growth is observadng the expansion phase of the
business cycle from 1998 to 2001. Both univerR&D variables— the sum score of
total R&D expenditures across all 14 technologwtesd fields of research across all
universities in a metropolitan area (SSA8797) dnedhigh score of R&D expenditures in
a single technology-related field across all ursitezs in a metropolitan area (HSA8797)
— are statistically significant above the 99% caticalue and are positively associated
with the percentage change of total employmentssctive universe of the metropolitan
areas in the United States. The university R&DOqyolariables have positive
coefficients in the regression equations and, tegewith other variables, explain more
than 40% of variation in the dependent variables.

The positive impact of the scope and scale of usityeresearch are reinforced by
the strong positive association of industry R&D exgitures (IRD8797) with
employment growth in this phase of the businestedyeth positive slope coefficients

of the regression and statistical significance abitve 99% critical value). It is
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Table XlI. Impact of University R&D Expenditures on Regional Employment

) Dependent Variable: percentage change of employment
Variable 1998-2001 2002-2004 1998-2004
Constant Coefficient -1.255 -1.343 1.305 1.293 84.4 -4.544
POLICY VARIABLES
Sum score average of university R&D expenditured719f SSA8797Coefficient 0.000006 0.0000038 0.0000024
t-statistic 3.700*** 2.498** 0.754
High score average of university R&D expenditur@87:97 HSA8797Coefficient 0.000014 0.000011 0.0000Qp4
t-statisti 2.897** 2.468** 0.263
Industry R&D Spendingpercentage change 1987-1997 IRD§@efficient 0.003 0.003 0.001 0.001 0.003 0.00
t-statistic 3.112**  3.107*** 0.937 0.939 1.685* 176*
REGIONAL INDUSTRIAL ORGANIZATION VARIABLES
Ratio of regional business establishments to WSines|
establishmentpercentage change 1988-1997 COMP8&3kfficient 0.091 0.089 -0.052 -0.055 0.145 0.14
t-statistic 3.258***  3.126*** | -2.061*  -2.177** 2.72%x D B95***
Number of large establishmeni8¢ LRG88Coefficient -0.015 -0.011 0.001 0.001 -0.023 -0.018
t-statistic -2.149** -1.529 0.091 0.107 -1.730 -1333
Single-establishment start-ups normalized by pdmrial99( ENT90 Coefficient  0.096 0.091 -0.039 -0.045 0.193 0.19
t-statistic 2.581**  2.393** -1.173 -1.349 2.742%xx  PRE*xx
Industrial Specialization1987 SP87Coefficient -0.037 -0.034 0.019 0.021 -0.053 -0.05p
t-statistic  -1.839* -1.640 1.025 1.148 -1.363 -1.31p
Industrial Diversification 1987 DV8Y Coefficient 0.011 0.014 -0.027 -0.025 0.048 0.04
t-statistic  0.236 0.295 -0.655 -0.605 0.545 0.55
PATH-DEPENDENCY VARIABLES
Employment growth rate 1982-1986 E8R&®efficient 0.109 0.113 -0.041 -0.041 0.202 0.20
t-statistic 5.331***  5.441** | -2,186*  -2.190** 5.24** 5 3]15%**
Employment growth rate 1987-1991 E8f&befficient 0.137 0.138 -0.041 -0.044 0.247 0.26
t-statistic 5.231** 5.136*** | -1.694**  -1.832* 5.383*  5.407***
Employment growth rate 1992-1997 E9P@pefficient 0.100 0.104 -0.082 -0.081 0.191 0.19
t-statistic 3.537***  3.602*** | -3.210*** -3.127** | 3.561**  3.556***
Employment growth rate 1998-2001 E9BCDbefficient -0.193 -0.172
t-statisti -4.049*** -3.679***
R Squar, 0.430 0.421 0.298 0.291 0.408 0.409
Adjusted R squafe 0.414 0.405| 0.275 0.268 0.391 20.39

* significant at the .10 confidence level ** sifjoant at the .05 confidence level *** significaat the .01 confidence level

Number of observations metro group = 361
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impossible to conclude that industry research wdlainiversity R&D spending,
considering simultaneity of university and indud®&D expenditures in this model.

The positive association between regional employrgeswth and the two variables that
capture regional industrial organization, regior@hpetition (defined athe change in
the ratio of regional business establishments 8. Business establishmeén&nd
entrepreneurial culture (defined siagle-establishment start-ups normalized by
populatior), suggests that the more business establishmeatgan has compared to the
nation and the greater number of new start-upsattgatormed in a region, the more
successful the region is at transforming univeBi&D expenditures into employment
growth. These two variables have positive andssielly significant effects on the
percentage change of total employment in both éopust the equation that includes the
sum score (university R&D expenditures summed acatidechnology-related fields of
research across all universities within a metragolarea) and the equation that includes
the high score (university R&D expenditures summebss a single technology-related
field of research across all universities withimatropolitan area).

Two other variables that capture regional indastirganization, the presence of
large companies in a region (approximated in thedehas the number of establishments
with more than 1,000 employees) and the conceatrat employment within the five
largest industries (which approximates industiedcsalization), are negatively
associated with employment growth when a metrogool#trea’s university R&D
expenditures are operationalized by the sum sc@ege. The statistical results of the
model on the scope of academic research suggestsinaore large companies are

located in an area, the less likely regional emplent will grow when compared to
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metropolitan areas with a smaller number of lamy@ganies? Since the correlation
between changes in the industry R&D spending fr@i7lto 1997 and the number of
large establishments in metropolitan areas in 198egative and weak (only 8%), the
presence of large companies is not likely to exptaivate R&D changes that relate to
the economic business cycle.

The negative association between the high condemntraf regional employment
in the five largest industries is consistent witla€zer, Kalla, Schenkman, & Shleifer’s
(1992) results and their argument that economierdification, and not specialization,
better contributes to economic growth. Howeveg,rsults of statistical models in this
research does not support Glaeser et al.’s (19g8)thesis about the positive association
of economic diversification and regional employmerdwth; the economic
diversification variable is not statistically si§nant across all models.

Neitherthe number of large establishmentsthe concentration of employment
within the five largest industriesre statistically significant in the model of tweademic
research scale policy variable. It reinforcesghevious argument suggesting that even
in case of specialized academic research, co-twtafiresearch universities and large
companies that consume their research product ia dominant mode of economic

interaction.

“2|n 1987, the correlation between the number gfdastablishments and industry R&D expenditures was
89%, and the correlation between the sum scoregeesf university R&D spending from 1987 to 1997
and the high score average of university R&D spagdiuring 1987-1997 was 75% and 76%, respectively.
Such a high level of correlation suggests thantimaber of large establishments correctly approxésitie
presence of big companies that are more likelyateetan internal research and development functiods
therefore, more likely to have greater R&D expemdis. However, a high correlation of number ofdar
establishments and university R&D expenditures withpopulation of metropolitan areas suggests
simultaneity and not causality between these twabikes in the model. The model does not exclude a
possible causal relationship between the locatidarge companies and universities, but it is gtreed in

a way that does not allow disproving the opposyjgolthesis. The high correlation between the usiter
policy variables and the presence of large compasifaply suggests that universities and large compga
are both likely to locate in larger metropolitaeas.
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Strong universities with large research capaaity sizable R&D expenditures
positively affected the change of employment thiotige contraction phase of the
business cycle. This happens both where univarssiyarch is specialized in a single
technology area and where there is an accumulafistrong university research fields
across a number of research universities in a meginth policy variables, sum score
and high score, are positively associated withethployment change variable and hold
their statistical significance during the contrantphase of the business cycle, from 2002
to 2004. The positive association of academicaresevariables with employment
changes in the contraction phase of the busineds oyplies that employment was
declining in MSAs where university R&D expenditurgsre falling and the reverse,
metropolitan employment was growing in regions vifitreases in university R&D
expenditures. The regression coefficients of ey variables during the contraction
phase of the business cycle are significantly sméhlan those in the expansion phase.

The regression results for the contraction phasieecbusiness cycle show that
both policy variables (SSA and SSH) are statidiicggnificant. Among all independent
variables that characterize regional industriaboigation, only the variable describing
the level of competition in a region (operationatizaghe change in the ratio of regional
business establishments to U.S. business estakidfns statistically significant and
has a negative coefficient in the regression eqnatlhe negative regression coefficients
of this variable in the equations with both pohl@riables suggest that tighter regional
competition yields greater employment losses inrélggon. Neither change in industry
R&D spending nor other independent variables thpture regional industrial

organization are statistically significant in eqaas describing the contraction phase of
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the business cycle. Lagged dependent variablestatistically significant and
negatively associated to dependent variables setequations.

The pattern of statistical significance of theipplhariables, regional industrial
organization variables, and the lagged dependerablas, is different during the
expansion and contraction phases of the business. c@ver the entire time period, from
1998 to 2004, the policy variables show no siataissignificance in their association
with the dependent variables, and the slope coeffis of the regression equations of the
two policy variables appear to average the coeifits from the two phases. The
percentage change of industry R&D expenditures mesrsatistically significant but
only barely crosses the threshold of the 90% dlitr@alue. The variables describing
regional industrial organization reflect the pattef statistical significance and the sign
of the expansion phases of the business cycle.

The path-dependency variables also show a digiattéérn. The path
dependencies in employment growth models are stally significant and positive
during the expansion phase of the business cyd®agr the entire time period (the
critical value of the lagged values of employmenmivgh rate exceeds 99%). They are
strong, negative, and statistically significantidgrthe contraction phase of the business
cycle. During the contraction phase, the two mesént employment segments have the
statistical association and largest impact on #peddent variables, exceeding the 99%
critical value (employment growth rates from 19822997 and from 1998 to 2001). The
pattern of the path-dependency variables sugdestsduring the expansion phase of the
business cycle, employment growth was occurringgional economies that grew

during the previous years, going back to 1982.
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The consistent statistical significance of the gi#gpendency variables in all
models indicates that economic momentum capturdtidse variables is associated with
the increase in total employment in the expanslsp and over the entire time period
(having positive signs of regression coefficientshiese equations), and the decline in
employment during business downturns and econagsicucturing (having negative
coefficients of path-dependency variables). Itfirors that the effect of scope and scale
of university R&D expenditures on employment grovgtla departure from the long-term
regional trend of growth and verifies that the daga from the regional trend is not
simply due to cyclical economic fluctuations.

The difference in the patterns of statistical gigance and signs of the
coefficients of regression suggests structuraedsfices in the equations that describe the
two phases of the business cycle. Hill and Le2i@d7) compared equations describing
employment changes during the expansion and cdianasegments of the business
cycle to determine if there were structural diffezes in employment growth during the
two phases of the business cycle. They foundssitzl evidence that different
employment structures existed in the two portion#he business cycle. In addition, in
the model of employment growth and per capita inegmowth, the different
relationships between the policy variables anddbgged dependent variables was also

observed and is disclosed below.
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3.5. Impact of University R&D Expenditures on Gsddetropolitan Product over the

Business Cycle

The results for the impact of university R&D expguarks on the percentage change of
GMP over the different phases of the business @ubear to be very different from the
results for employment change. Across the univef4¢S. metropolitan areas, the policy
variables show economically meaningful and posiétfects on GMP growth during the
expansion phase of the business cycle (Table >8bjh policy variables exceeded the
99% critical value and illustrated that for eveprgentage point increase in the policy
variablesum score averagghe scope of university R&D expenditures acroks al
technology-related fields of research across allarsities within a metropolitan area),
the growth rate of GMP increased 0.00001 percentagds. The similar gain from the
every percentage point increasenigh score averagéscale of university R&D
expenditures in a single technology-related fidldegsearch across all universities within
a metropolitan area) was 0.000025 percentage points

Very similar gains in GMP are associated with tbkqy variables in regression
equations over the entire time period. The pohayables were statistically significant
at the 95% critical value for the sum score aveagkat the 90% critical value for the
high score average. For the contraction phaseedbtisiness cycle, from 2002 to 2004,
the policy variables were not statistically sigegiint and their coefficients in regression

eguations were negative.

130



Table XllI. Impact of University R&D Expenditures on Gross Metropolitan Product

Variable

Dependent Variable: percentage change of GMP:

1998-2001 2002-2004 1998-2004
Constant Coefficient  -8.352 -8.319 0.306 0.293 681. -11.607
POLICY VARIABLES
Sum score average of university R&D expenditure7 197 SSA8797 Coefficient 0.00001 -0.000002 0.00001
t-statistic  3.554*** -1.005 2.085**
High score average of university R&D expenditur@87:97 HSA8797 Coefficient 0.000025 -0.000005 0.000026
t-statisti 2.991*** -0.877 1.916*
Industry R&D Spendingercentage change 1987-1997 IRD879%Coefficient  0.001 0.0015 -0.0013 -0.001 0.00001(.000023
t-statisti 0.930 0.963 -1.232 -1.261 0.0001 0.00¢4
REGIONAL INDUSTRIAL ORGANIZATION VARIABLES
Ratio of regional business establishmentt).S. busine
establishmentpercentage change 1988-1997 COMP88%Joefficient  7.165 6.976 5.386 5.424 17.193 17.02
t-statistic  3.777**  3.660*** | 4.124**  4.165** | 5,5A***  5.466***
Number of large establishmenf8¢ LRG88 Coefficient -0.023 -0.0178 -0.0026 -0.0011  -0.0335 0.0314
t-statistic  -1.891* -1.474 -0.032 -0.137 -1.707* 588
Single-establishment start-ups normalized by pdmrial99( ENT90 Coefficient  0.257 0.256 0.0046 0.0077 0.313 0.31%
t-statistic  4.016***  3.963*** 0.103 0.174 | 2.969**=* 2.953***
Industrial Specialization1987 SP87 Coefficient 0.012 0.0169 0.0152 0.0150 0.0802 0.089
t-statistic ~ 0.343 0.486 0.652 0.646 1.409 1.517
Industrial Diversification 1987 DV87 Coefficient 0.012 -0.0072 -0.0040 -0.0056 -0.0155 .01@5
t-statistic ~ -0.146 -0.090 -0.075 -0.105 -0.120 -6.09
PATH-DEPENDENCY VARIABLES
GMP growth rate 1998-2001 GP9801Coefficient 0.113 0.107
t-statisti 3.145%**  2,9Q2%**
GMP growth rate 1987-1997 GP8T79TCoefficient  0.0325 0.000025 0.0021 0.0199 0.0974 98B0
t-statistic  2.042***  2,991*** 1.931* 1.845*% | 3.721%** 3.771***
R square  0.254 0.249 0.174 0.17 0.292 0.291
Adjusted R square  0.237 0.232 0.152 0.148 0.276 750.2

* significant at the .10 confidence level ** sifjoant at the .05 confidence level *** significhat the .01 confidence level

Number of observations metro group = 361
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This pattern of statistical significance and chaimgghe signs of the slope
coefficients suggests that university R&D expenaisuare associated with the increase
of GMP when the economy is growing, both in thershan during the expansion phase
of the business cycle (from 1998 to 2001) and éldimg run (the entire period of study,
from 1998 to 2004). The policy variables were asdociated with changes of GMP
during the contraction phase of the business €162-2004). The trend variables for
these two time periods are positive and statisyicadinificant at the 99% critical value,
which ensures that changes in the dependent varablnot simply a result of the path
dependencies in regional econonfiek.suggests that additional growth of GMP can be
attributed to the impact of scale and scope ofensity R&D expenditures and the other
independent variables.

The regional industrial structure variables affédP in ways that are similar to
their association with employment growth. Regics@dnomies with relatively more
establishments compared to the national level (apprating competition) and with a
greater number of single-establishment start-upgr@ximating the regional
entrepreneurial culture) are associated with pas@MP growth. The number of large
establishments in a region (approximating the presef large companies) is negatively
associated with changes in GMP during periods ohemic growth.

The two variables that characterize regional ingalsstructurethe change in the
ratio of regional business establishments to UuSiress establishmerdad thesingle-

establishment start-ups normalized by populatwere statistically significant at the

*3 The model with the GMP trend variables structuaerbss the segments of the business cycle, i.@-198
1986, 1987-1991, 1992-1997 did not yield relialglsults. This is consistent with the point many
economists make when they argue that the dollarevatonomic indicators such as per capita incorde an
gross regional product have a longer period of daflendence and better explain long-term trendsiwhe
structured over at least a 10-year period.

132



99% critical value and had a positive slope cosedfitwith both policy variables. These
results were true not only for the expansion pludiske business cycle, but also for the
equations describing the entire time period. Tiesg@nce of large companies specified as
the number of establishments with more than 1,000l@/eesvas statistically significant
at the 90% critical value and had a negative stm@éficient in both time periods but,
similar to the models on employment change, onlggunations with the scope of
academic research. It appears that the metropa@lieas with more large establishments
are less successful at transforming university R&0 growth of GMP than
metropolitan areas with fewer large companies.

The percentage change of industry R&D is notstiatlly significant in any of
the equations with GMP as a dependent variable ifiputed nature of industry R&D
expenditures reflects employment in the private R&dator, which might cause this
variable to carry employment-type properties, t@reflect the employment structure of
the research enterprise but not its productivity @alue-generating capacity.

The models measuring change in metropolitan priodiuing the contraction
phase of the business cycle have the least explgradwer (explaining only 15% of a
variation in the dependent variable) and had the$t statistically significant
independent variables. The change in ratio of regjibusiness establishments to U.S
business establishments (approximating level ofpeiition in regional economies) is
very strong and statistically significant in botjuations and it is positively related to
GMP change. The strongest predictive variablefferGMP change during the

contraction phase of the business cycle (2002-2304e path-dependency variable
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operationalized as a lagged dependent variabletbedime period immediately
preceding the dependent variable change (1998-2001)

The dissimilarities in the patterns between eguatdescribing growth periods of
the economy and the contraction phase suggedhehdifferent structures of the models
are at work. The significant decline in the exjplamy power of the models (23-28% for
the expansion phase and the entire time period 8%@for the models describing the
contraction phase of the business cycle) alsdydstthe structural differences of the

GMP models.

3.6. Comparison of the Impact of University R&Dgdexditures on Employment and

Gross Metropolitan Product over the Business Cycle

Examining the pattern of statistical significanceoss all of the equations helps to assess
the robustness of the statistical results (TabM)XIThe policy variables hold their
statistical significance in a majority of the maglehcluding all of the models describing
the expansion phase of the business cycle. Tdisates the strong influence of
university R&D expenditures on regional economi8sim score and high score are
statistically significant in the employment modeigr the contraction phase of the
business cycle. This result illustrates that negeaniversities help to retain regional
employment through the periods of cyclical declifiéne significance of the policy
variables in the models of GMP over the entire tpeeod studies indicates that regional

economies that house research universities greviagter rate than the average. There
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Table XIV. Statistical Significance of Independeni/ariables in the University R&D Expenditures Impad Models

Dependent Variables, Percentage Change
Variable 1998-2001 2002-2004 1998-2004
Variable Name Empll| GMRBR EmpIGMP || Empl | GMP | Empl| GMP| Empl| GMP | Empl| GMP
POLICY VARIABLES
Sum score average of university R&D expenditure7 197 SSA87S1£ Fhk rkk ** o
High score average of university R&D expenditur@87t97  HSA879 ool B **
Industry R&D Spendingercentage change 1987-1997 IRD§797  *4* *) * *
REGIONAL INDUSTRIAL ORGANIZATION
VARIABLES
Ratio of regional business establishments to LLSines
establishmentpercentage change 1988-1997 COMP$897  *t* ko kK el xxk FhE L fekk Rk b ik I
Number of large establishmenf98¢ LRG8 ol * *
Single-establishment start-ups normalized by pamrial99( ENT9 o rkk *x Fkk *kk i b i
Industrial Specialization1987 SP *
Industrial Diversification 1987 DVS8]
PATH_DEPENDENCY VARIABLES *k%k *k%k *k%k kk Lk *kk *k%k *k%k *k%k *kk *kk
R Squarg 0.4300 0.254 0.420.249( 0.298| 0.174| 0.291 0.1700.408| 0.292 | 0.409 0.291
Adjusted R squaje0.414 | 0.237| 0.4050.232| 0.275| 0.152| 0.268 0.14B0.391| 0.276 | 0.3920.275

* significant at the .10 confidence level ** sifjoant at the .05 confidence level *** significaat the .01 confidence level

Number of observations metro group = 361
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are similarities in the patterns of statisticahsiigance of independent variables and
equations with interchangeable policy variables.

The industry R&D expenditures variable shows aed#ht pattern of impact on
regional economies across the models. This varisl#xtremely strong in the
employment equations during the expansion phatieedfusiness cycle (from 1998 to
2001) and, although the results are weaker, tilistatistically significant over the entire
time period (from 1998 to 2004). The variablewdmo impact on GMP in any of the
models. It also shows no statistical significamcthe employment and GMP equations
over the contraction phase of the business cyaen(2002 to 2004).

The greater share of private research is concentratlarge companies, and
many of these companies tend to locate near prarhiesearch universities in large
metropolitan areas. These companies tend to feanwversity research or participate in
joint university-industry research projects (Scipa8chartinger, Plot, & Rammer, 2000).
Therefore, it is reasonable to expect that themelof research activities in university-
industry projects and academic research fundedibgtp industry have similar variation
over time and add to the strength of the policyaldes.

Industry R&D has limited impact on regional economutcomes for a second
reason- private businesses are more sensitive to marnketuthtions and respond quickly
with employment changes. This variation in companhémployment precedes changes
in their output figures. Changes in companies’ lyrmpent directly contribute to
fluctuations in total regional employment before tmpact of the changes shows in the
regional metropolitan product. Finally, it is pids that the method used to estimate

industry R&D expenditures at the metropolitan lewely introduce a bias that causes this
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variable to reflect employment fluctuations oven¢i more than it reflects changes of
GMP.

The pattern of the statistical significance ofioe@l industrial organization
variables suggests that the null hypothesis omtipertant role of the regional industrial
organization factors for transforming university R&xpenditures into regional
outcomes cannot be rejected. Among the five viasatbescribing regional industrial
organization in the models the null hypothesis caie rejected for competitignatio of
regional business establishments to US busineablestments)entrepreneurship
(single-establishment start-ups normalized by pafpoh), and presence of large
companiegnumber of large establishmentgriables. At the same time, the results
disprove this hypothesis for the factors of indasspecializationanddiversificationof
the regional economy. These results suggestithéite average US metropolitan
statistical area, the level of specialization acolh®mic diversification of the regional
economy does not influence the transformation ofarsity research into regional
economic outcomes of employment and gross product.

The pattern of statistical significance and tlgmsiof the coefficients of the
regression are most consistent for the variablpsoapmating regional competition and
entrepreneurial culture. Strong competition inrdgional economy has an economically
meaningful and positive association with growtmagional employment and an increase
in GMP. Moreover, the changes of employment shmatgr sensitivity to the proxy for

regional competition than the changes in G¥MP.

*4 For example, from 1998 to 2001, one percentaget pbiange in GMP is associated with a seven
percentage point change in the proxy for regiopatmetition, while the same change in employment was
associated with less than one percentage poingeharthis variable.
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The variable of single-establishment start-upsnadized by population (which
approximates entrepreneurial culture) was stroaggociated with employment and
GMP change during the expansion phase of the asimygle and over the entire time
period. It is not statistically significant in tineodels describing the contraction phase of
the business cycl&.

The presence of large companies in a region, spd@as the number of
establishments with more than 1,000 employees steistically significant in only three
of 12 models that describe change of employmenGM&*® The negative signs of the
regression coefficients in this variable pointecégative effects of large companies’
presence in regional economies. The model doediffetentiate between large
companies with research potential and large empdoyrastablishments. Large
establishments may provide many jobs but, at theedame, might negatively affect
entrepreneurial culture, as well as cultural atisitoward educational attainment.

Across all of the statistical tests, the reseanckels explains between 15% and
41% of the variation in regional economic outconve#l) larger coefficients of

regression in employment equations than in equafionthe change in GMP.

*5 Similar to the variable that approximates comjmetita 0.3 percentage point increaséhia level of
single-establishment start-ups normalized by paputavas associated with one percentage point change
in GMP and only a 0.1 percentage point increagariployment. This variable exceeded the 99% critical
value in all models describing the entire time perf1998-2004) and models of the expansion phateeof
business cycle for employment growth. The model&SWIP growth over the expansion phase of the
business cycle show this variable statisticallysigant at the 95% critical value.

“® This variable was statistically significant at 88% critical value in the equation describing emypient
growth at the expansion phase of the business aitliethe association to the sum score averageyoli
variable (the accumulation of multiple technologjated university research fields in a metropoldaea).
The presence of large-employment establishmemtsiistically significant at the 90% critical valfar

two models of GMP growth: one in the expansion phafghe business cycle equation, and another F ove
the entire time period.
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3.7. Impact of University R&D Expenditures

The findings of the statistical models tested is thapter lead to the conclusion
that academic research, when conducted in uniiegsit large metropolitan
environments, generates a number of desirablerealitdes. These externalities change
the industrial structure of regional economies k@ad to improved regional economic
outcomes. There are two sources of regional groovtt that is based on the scale of
academic research in a single technology-relatea and one that is based on the scope
of academic research in multiple areas of resealaking to technology-based economic
development.

The quantitative impact of university R&D expendési on regional employment
and GMP is calculated using the regression equatefficients for the policy variables,
the scope of academic research (sum score avefragesersity R&D expenditures
across all technology-related areas of researah umiversities within a metropolitan
area) and the scale of academic research in aedietyl (high score average of university
R&D expenditures in a single research field acadksgniversities within a metropolitan
area) (Tables XV and XVI).

On average, across all metropolitan areas, onédatameviation increase in the
sum score average of university R&D expenditurésASosters 3-year employment
growth of 0.95 percentage points, nearly 0.33%ypar in a growing economy. One
standard deviation growth in the concentrationrotersity R&D expenditures within a
single field of research (HSA) increases 3-yearlegment growth by 0.90%, an annual

increase of 0.30 percentage points. Similarly, staedard deviation growth in the
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concentration of university research across dlll§ien a region yields a 3-year increase
in GMP of $1.586 million or about $0.529 millioryaar. The concentration of university
research within a single field of research in agegields a 3-year increase in GMP of
$1.363 million or about $0.454 million a year.

The impact of university R&D expenditures on GMRilisiost the same using the
model describing the expansion phase of the busitygde and the model describing the
entire time period (Table XV and XVI). One stardideviation growth in the
accumulation of research expenditures across nrutigghnology-related fields (SSA)
yields a 3-year GMP increase of $1.589 millionabout $0.530 million annually. One
standard deviation growth in the concentrationaafdemic research expenditures in a
single technology-related field (HSA) yields a 3ayécrease of $1.363 million, or about
$0.454 million annually.

University R&D expenditures create a greater impacemployment during the
expansion phase of the business cycle, espedidig academic research spending is
concentrated within a single area of technologgtesl research. One standard deviation
increase in university R&D expenditures across ipleltechnology-related research
fields yields a 3-year employment growth of 0.9586iity the expansion phase of the
business cycle (1998-2001), or about 0.32% annu&lye standard deviation increase in
the university R&D expenditures concentrated imgls field of research generates a 3-
year employment growth of 0.90% during the expamgiosase of the business cycle

(1998-2001), or about 0.30% annually.
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Table XV. Impact of University R&D Expenditures at One Standard Deviation Based on the Expansion Pha$/lodel

Regression Coefficient,

Increment 1 Standard

Standard 1998-2001 Deviation
Variable Mean | Deviation| Employment GMP Employment GMP
POLICY VARIABLES
Sum score average R&D 60,294 | 153,249 |  0.00000622 | 0.00001037 0.95 1.589
High score average R&D 21,007 | 55,539 0.0000139 0.00002454 0.90 1.363

Number of observations metro group = 361

Table XVI. Impact of University R&D Expenditures at One Standard Deviation Based on the Entire Time &iod Model

Regression Coefficient,

Increment 1 Standard

Standard 1998-2004 Deviation
Variable Mean | Deviation Employment GMP Employment GMP
POLICY VARIABLES
Sum score average R&D 60,294 | 153,249 0.0000024 0.000010 0.37 1.532
High score average R&D 21,007 55,539 0.0000024 0.000026 0.90 1.444

Number of observations metro group = 361
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3.8. Conclusions

Since the mid-1980s, growth in metropolitan ecoremiias been greater in
locations with prominent research universities.oin as hubs of research, these cities
attracted businesses that located near their giiey, encouraged graduates to pursue
science careers, and built a foundation for theoresy economies that allowed faster
growth than the national average. Research urilesrshat were ranked by the NSF
survey as the institutions with the most R&D spegdiesponded to the growing demand
for innovation; they created a set of universitgdgurcts that includes the generation of
new knowledgenew product@ndnew industries.To do this they had to develop
mechanisms thatommercialized inventionperformedcontract researchand educated
graduateswith technical skills.

The models discussed in this chapter demonstratsutcessful impact of the
university products on regional economies. Thastizal results show that during times
of economic growth, academic research and the tsiiygroducts associated with that
growth converted more effectively into economicammes. These results are amplified
in regions with a strong competitive and entrepueiaé culture that encouraged private
companies to adopt university products. The fieallt is growth in the final demand for
regional labor and increased GMP.

Comparing the segments of the business cycle,@h@dd for university products
is the strongest during the expansion phase. #Etee@veness of university products
encourages greater funding of academic researchaaradresult, growth of employment

and GMP due to their deployment and multiplier ef§an their respective regional
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economies. Growing businesses and high salaripsotégssors and scientists trigger
spending for real estate and business and persenates, which guarantee steady
regional growth.

When the economy declines, resources for R&D tiglted the demand for
academic research diminishes. Economic declin@migtaffects university R&D
expenditures directly, but it shrinks the multiplegfects that also transform university
research products into regional economic outconieg®nomies with research
universities maintain their employment more thamdkerage metropolitan area.

Because economic returns change signs and sigmikaduring the two phases of
the business cycle in the employment equationgpthiey variables are not statistically
significant in equations over the entire time peri¢dlowever, regions with hubs of
academic research perform better over the entire period only in GMP.

During the expansion phase of the business cydewaer the entire time period,
regional economies with more competitive environta@md with a greater than average
number of newly created companies can better ahsoversity products and enhance
regional economic outcomes. The presence of kemgganies in a region makes this
process more difficult, negatively affecting entepeurial culture. Another complexity
in the process of transforming university R&D exgigures into regional outcomes is
resulting from the cyclical economic fluctuationglarolatility in university R&D
funding.

University research has always been viewed as portant effort to create new

knowledge, especially by conducting basic reseachording to the annual Science and
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Engineering report conducted by N§Rince 1998, academia has accounted for more
than half of the basic research performed in thigddrStates. Spending $48 billion in
2006, academic institutions increased their sheR8® performance from 10% in the
early 1970s to about 14% in 2006. The federal gowent pays for the majority of
university R&D expenditures, accounting for 63%2006 and declining slightly after an
increase from 58% to 64% between 2000 and 2002006, the latest year statistics are
available for university R&D funding, the federalvigrnment failed to outpace inflation
for the first time since 1982. However, the laspare of federal funding in university
R&D did not mitigate a decay of other sources iiversity R&D funding, especially a
decline in industry funding that started in 200@ aontinued to 2004.

As with most large enterprises, universities adjogticonomic fluctuations.
While they have abundant research resources dpengds of economic growth, they
tighten their research budgets during economidmlexl! The greatest assets of
universities, their scholars and technicians aedctintinuity of research, are preserved
during harder economic times. Overall, all of gggiations indicate that long-term
regional strategies aimed at creating hubs of usityeresearch helped to retain
employment throughout the business cycle. Thesarels hubs create positive long-term
impacts on GMP.

Statistical models on the influence of researchdealopment expenditures on
regional growth emphasized the importance of stresgarch universities to technology-
based economic development. Producing new knowleztgating a highly skilled labor

force, and conducting industry-relevant researaolvarsities influence economic growth

" Science and Engineering Indicators 2008, Chaptaca&demic Research and Development. Source:
http://www.nsf.gov/statistics/seind08/c5/c5s1.hemtered September 2, 2008.
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through products deployed within regional economigey strengthen the
competitiveness of their regions by developing keawledge via contracted research,
creating new products and industries, and by impgpeultural amenities and creating
regional synergies through dialogs among imporntegional players.

University products that are highly dependant oiwensity quality include
technology diffusion, new market products and nesustries, contracted research, and
the creation of new basic knowledge. The capadityniversities to create these
products should be the focal point of regional &xatip and public policy officials.
Public policy should create an environment higlalydrable for regional innovation.
Involvement of research universities in creatimg@onal competitive advantage must be
central to that environment. State and local @ffecshould consider making public
investments in research capacities of universitiesgting innovation and generating
local demand. They should also provide contindmse-funding to universities that will

help to meet that demand by producing highly s#tilebor and enhancing human capital.
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Introduction

Many public policies are based on the popular agsiom that investment in
university research and infrastructure benefitsoreg) economies. After all, we live in a
knowledge economy and universities are seen aseaet@ment of a regional intellectual
infrastructure - an essential factor in buildinghtieology-based industries and competitive
firms. This argument is attractive to many poléits who seek to promote economic
growth, and economic development has become treertission of universities (Etzkowitz,
2003). Still, there are skeptics who doubt thditgtmf universities to promote economic
development (Feller, 1990) and who worry aboutdffiect of this emphasis on the integrity
of the academic enterprise (Slaughter & Leslie, 799 eaving normative concerns aside,
this chapter examines the relations between higtiecation, industry and economic
development. We provide a review of the literatwith emphasis on how universities
impact economic development and technological chavith specific emphasis on the
places where they are located.

A body of empirical work concludes that universtere necessary but not sufficient
for positive regional economic outcomes. The opeFajuestion is under which
circumstances universities affect economic growgiecifically, what characteristics of

universities promote knowledge transfer and whatatteristics of places promote

“8 The input of the first author to the article cdtuses about 85%.
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knowledge absorption? While we debate the mefitsoneased emphasis on commercial
activity, universities are moving aggressively iatdive technology transfer and engagement
with commercial activity. The operative questi@rdis how to best manage these
relationships to ensure that all of society’s g@ais met.

This chapter will begin by introducing the studehhigher education to the
theoretical background of university-based growtbluding major concepts of increasing
returns to scale and institutional economies. féHewing section looks at the ways
universities affect regional economies and addeegseliterature that presents the concepts
of tacit and codified knowledge and agglomeratioon®mies to explain the mechanisms of
knowledge spillovers from universities to comparaad industries. The concept of
Regional Innovation Systems (RIS) helps to pladearsities within regional economies and
makes a framework to observe the evolution of thiearssities’ role in the regional economy
from the concept dkarning regiongo the model otiniversity productswhere universities
are presented as endogenous to the regional systEmesconclusions in the chapter
synthesize the thoughts behind the literature eam@mic development theories and the
knowledge spillovers concept, suggesting the nfaypothesized systems linking
universities with regional growth: mechanisms obwaedge spillovers due to agglomeration
economies of scale and specific economic enviromsnghere the knowledge spillovers
occur.

Framing the Problem

As a field, regional economic development is a clempopic that incorporates

theories from different disciplines. The notionhofw wealth is generated and distributed

has been a topic in economics beginning with Adanitt8s (1776) theory of the market
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economy. Joseph Schumpeter (1934) was the fiostoggist to study innovation and
entrepreneurs as the actors who create innovatitreieconomy. Olson (1982) and North
(1955), in discussing institutional economies, hgjited the importance of public
environments and their effect on economic growtie $ocial capital theory of Putnam et al.
(1993) and Granovetter (1985) draw attention taadwelationships in the process of
creating innovation. Increasingly there is a restgn that geography provides a platform
on which to organize economic activity in ways tha more efficient and productive (see
Feldman reviews in Handbook).

Innovation, after all, is a social process. Cities centers of economic activity that
provide externalities that result from the co-lomatof firms (Audretsch & Feldman, 1996).
Externalities are defined by economists as thetended effects of market transactions that
are difficult to capture through the price mechamisThe classic example is the bee keeper
and the fruit orchard — both gain from co-locatibarn it would be difficult to imagine how
they might compensate one another. Agglomeratton@mies are the external effects
associated with the spatial concentrations of negsu In dense urban environments,
linkages between firms, either forwards to the ratdt backwards to suppliers, work more
efficiently, producing more revenue per unit ofaeses. The concentration of activity in
cities allows for increased specialization and epée division of labor among firms. The
observed benefits of agglomeration not only lowehexcosts, but also created better
opportunities for innovating and designing new picid and services. Moreover, co-
location creates greater opportunities for inteoagtiowering the costs associated with
gathering information. Economists say that aggl@tien economies lower transaction costs

and thus knowledge-based activity is enhancedumber of scholars including Weber
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(1929), Tiebout (1956), Nelson (1986), Chinitz (186nd Young (1999) established the
positive effect of externalities, characteristi€agglomeration economies, phenomena of the
increasing returns to scale, deepened specialzafiproduction, and increased elasticity of
supply. These scholars tried to understand thati@m of economic performance among
regions. Technology is key to this effort.

Robert Solow’s Nobel Prize-winning work on the teclogical residual is credited
with emphasizing technology-based economic devetospmSolow (1957) empirically
tested the relationship between economic growthcapital stock, or the presence of
physical plant and equipment. The growth that @mdt be explained by the model was
called the residual and is associated with teclgioéh change. The presence of the residual
implied a contribution of technology advances othen a simple industrialization of
economy through the substitution of labor for calpitSolow’s residual stood for technology
shocks over the business cycle frequencies anéawasy important input into the emerging
New Growth Theory.

In the late 1980s, Paul Romer built upon Youn@saept of increasing return and
Solow’s technological residual and formulated acdgtrinciples that established his new
growth theory — the main theoretical basis for textbgy-based regional strategies (Romer,
1986). The new growth theory places its main ersjghan endogenous growth based on
industries that generate increasing returns tesclhese industries have a high
accumulation of knowledge in the form of new tedbges: “the model here can be viewed
as an equilibrium model of endogenous technologisahge in which long-run growth is
driven primarily by the accumulation of knowledgefbrward-looking, profit-maximizing

agents” (Romer 1986,p.1003). The model is basdtiree main elements: externalities of
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new knowledge, increasing returns in the produatiboutput, and decreasing returns in the
production of new knowledge. In his later work,nkar illustrated the historical origins of
developing a new growth model into a neoclassioalvth model rooted in Marshall’s
concept of increasing returns that are externalftan but internal to an industry (Marshall,
1890), and Young’s basis of increasing returnsughancreasing specialization and division
of labor. Romer further developed Solow’s conad@xogenous technological residual and
argued Arrow’s (1962) view of knowledge as a pugalplic good, and he resolved
optimization problems by applying a competitive iiqtium with externalities derived from
a partially excludable nature of new knowledge teea dynamic growth model. Romer
introduced and analytically evaluated three impdrpemises of the new growth theory: (1)
“The first premise ... implies that growth is drivemdamentally by the accumulation of
partially excludable, nonrival inputs”, (2) “Thecsmd premise implies that technological
change takes place because of the action of delfelsted individuals, so improvements in
the technology must confer benefits that are att Ipartially excludabfe”, and (3) “The
third premise ... implies that that technology isoa-mival input” (Romer,1990, p.S74).
Romer argued that excludability is a function af tachnology and the legal system,
and therefore prevents anyone other than the ofsorarusing new knowledge to create
guasi rents. “The advantage of the interpretatian knowledge is compensated out of quasi
rents is that it allows for intentional private @stments in research and development....
What appeared to be quasi rents are merely conveeatgiturns to rival factors that are in a

fixed supply.” (Romer, 1990, pp.S77-S78). He enspted the importance of human capital

%9 Paul Samuelson developed the theory of public gedtere he assigned all goods to four categoriehdiy
two essential characteristics: rivalry and exclulitgb Knowledge is a public good, which is nhowalrous and
non-excludable. However, developing applicatiohsew knowledge in a form of practical value foe th
market benefits developers who are earning a drofih selling the applications. The self-interests
developers make the new knowledge of improvingrieldgy to become partially-excludable goods.
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in the research process and pointed to agglomaratonomies that occur at the intersection
of highly specialized firms and a diverse environttbat encourages innovations. His
theory also states that simple urbanization andiajpgation itself can only create an
economy predisposed to innovation, but what actua#ates that economy is the immense
investment in research and development combindgudavwsupporting infrastructure of
transportation, communication, information, andaadion.

The concept of increasing returns implies the erist of knowledge spillovers and
the benefits of the co-location for innovative aityi (Feldman, 1994). Known alternatively
as the New Industrial Geography (Martin & Sunle§9@; Martin, 1999) or the New
Economic Geography (Krugman, 1991, 1995, 1998, 1Ba9id, 1999), there has been an
active intellectual effort to study the relatiornsloif location to economic growth.

The Real Effects of Academic Research

The production function approach suggests thatsfitmat are located in a region with
large stocks of private and public R&D expendituaes more likely to be innovative than
those located a greater distance from such stothkis advantage is due to benefits from
knowledge spillovers and agglomeration effects.nivstudies combine geography (distance
from the source of knowledge) and innovation (taeiure of knowledge leakages) within
the knowledge production function developed byiGrés (1979). These studies imply that
innovative inputs (R&D expenditures) produce inrtoxeoutputs (patent or innovation
counts) due to localization of R&D spillovers. Mower, in the early 1980s, a popular
hypothesis discussed in the literature relatespiagial distribution of knowledge to its core
generator, the university. Jaffe modified the G@lwuglas production function to

incorporate the influence of technology spillovensproductivity or innovation (Griliches,
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1979; Jaffe, 1986, 1989). Using the state asethe of analysis, Jaffe (1989) classified
patents in technological areas and showed thatuh®er of patents is positively related to
expenditures on university R&D, after controllirgy private R&D and the size of the states.
He interpreted these positive relationships adike@d technological spillovers from
academic institutions to local firms. Moreovels model established the importance of a
research university to the location of industri&gRand inventive activity.

In the mid-nineties the Griliches-Jaffe knowledgeduction function became a
major framework for modeling the impact of univéies on separate industries and whole
regions (Acs et al., 1991, 1994a; Almedia & Kodig94; Acs et al., 1995; Audretsch &
Feldman, 1996; Audretsch & Stephan, 1996; Acs, 2062ldman (1994) and co-authors, in
a series of papers, extended this analysis to densinovative activity. In 1994, Acs,
Audretsch, and Feldman differentiated the produaclimction for large and small firms,
finding that geographic proximity to universitiessmore beneficial for the small firms, as
university R&D may play a substitution role forrfis’ internal R&D, which is too costly for
small firms (Acs et al., 1994b). Feldman and Far{1994) used the knowledge production
function to study 13 three-digit SIC industrigen a state level and reach conclusions
regarding the influence of agglomeration throughnbktwork effect: “Concentration of
agglomeration of firms in related industries pravaedpool of technical knowledge and
expertise and a potential base of suppliers ang udenformation. These networks play an
especially important role when technological knalgie is informal or of a tacit nature...”
(Feldman, & Florida, 1994, p.220). Using less agated industrial classification (four-digit

SIC sectors), Audretsch and Feldman (1996) fouatttie geographical concentration of the

*0 Established in the 1930s, the Standard IndusBisification (SIC) is a United States governnssstem
for classifying industries by an up to four-digitde. In 1997, it was replaced by the six-digit tiokmerican
Industry Classification System (NAICS).
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innovation output is positively related to the istiial R&D, which proves the existence of
knowledge spillovers within the industrial cluster.

This literature, however, often looks at the sidgi& that channels knowledge
created in a universitp a specific industry, but never assesses the repsive impact of
all university products on a regional economy.fe)éf989) is very careful in interpreting his
research noting: “It is important to emphasize #pllover mechanisms have not been
modeled. Despite the attempt to control for unokes ‘quality’ of universities, one cannot
really interpret these results structurally, in se@se of predicting the resulting change in
patents if research spending were exogenouslyaser¥ (Jaffe, 1989, p.968). Varga (1997)
confirmed this position in his literature surveyegtonal Economic Effects of University
Research: A Survey.” He reviewed the literaturer@nimpact of university research in four
areas: (1) the location choice of high tech faetit (2) the spatial distribution of high tech
production, (3) the spatial pattern of industredearch and development activities, and (4)
the modeling of knowledge transfers emanating famademic institutionsVarga found
that:

“Regarding the effect of technology transfer orelceconomic development, the

evidence is still vague. Its main reason is tlweappropriate model of local

university knowledge effects has been developedarliterature. Studies either test

for a direct university effect on economic condisoor focus on academic technology

transfer, but none of them provides an integrapgda@ach” (Varga, (1997, p.28).
Audretsch (1998) also expressed his caution regguttie interpretation of knowledge
spillovers in several empirical studies:

“While a new literature has emerged identifying iflm@ortant role that knowledge

spillovers within a given geographical locationydan stimulating innovative

activity, there is little consensus as to how aiy ¥his occurs. The contribution of

the new wave of studies ... was simply to shift tha af observation away from
firms to a geographic region” (Audretsch, 199824).
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The other major stream of literature (sometimesgihe knowledge production
function as well) was established by Jaffe, Trdyjeeg and Henderson (1993) by using patent
citations data as knowledge flows that can revearelationships between innovation in
terms of geography, time, and sequence. Thesdasstiound that innovative firms more
often quote research from local universities, angared to the universities that conduct
similar research in a more distant place. Almezgut, and Zander in their multiple
studies concluded that localized knowledge buijasnucumulative ideas within regional
boundaries and depends on the ability of the Ilatedr market to accommodate engineers,
scientists, and workers who hold the knowledge (Kpo& Zander, 1992, 1996; Almedia ,&
Kogut, 1994). The Almedia and Kogut (1997) stufiyhe semiconductor industry finds that
knowledge spillovers from university research tivgle companies are highly localized.
Other studies draw similar conclusions using déferevels of geography and different
industries (Maurseth, & Verspagen, 1999; VerspageBchoenmakers, 2000; Kelly, &
Hageman, 1999).

Many scholars explored the agglomeration effeetrbfinization on the efficiency of
university knowledge spillovers. Utilizing Polatsyconcept of tacit knowledge (Polanyi,
1962, 1967) and Innis’ concept of encoding pers&naiviedge (Innis, 1950, 1951 ),
scholars classified knowledge as either tacit alifea and then related them to the process
of learning and the spatial distribution of knowded

Using these concepts of tacit and codified knowdgdgicas (1988), Caniels (2000),
and Audretsch and Feldman (1996), among othershasmed that knowledge is neither
evenly distributed nor equally accessible in evecation. The accumulation of tacit

knowledge has regional boundaries while the utiliraof codified knowledge depends more
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on the susceptibility of the recipient to accumelland employ it. Feldman and those who
contributed to the stream of research initiatedddgms and Jaffe (Feldman, 1994; Adams &
Jaffe, 1996; Adams, 2000; Adams, 2001, 2002, 2G04d)sed on the localization of
university spillovers and found significant evidertbat knowledge flows travel a certain
geographical distance within regions. While stadytommercialized academic research,
Agrawal and Cockburn (2002), among others, founshgtevidence for the co-location of
upstream university research and downstream induBR&D activity at the level of
metropolitan areas.

Agglomeration effects result not only in localizetbwledge but also in creative
ideas that combine different types of knowledga assult of urbanization effects or the co-
location of a large number of firms in differentlirstries. The line of reasoning is that local
diversification stimulates the occurrence of diffietr types of knowledge and their innovative
combinations (Harrison et al., 1996; Adams et24lQ0; Adams, 2001; Desrochers, 2001).

Many scholars acknowledged the differences in reiperformance and they
attributed these differences to the patterns oftedge spillovers and regional absorption of
innovation. Doring and Schnellenbach (2006) suedethe latest theoretical concepts of
knowledge spillovers and concluded that “desp#itblic good properties, knowledge does
not usually diffuse instantaneously to productiaailities around the world. Regional
patterns of knowledge diffusion, as well as basrterthe diffusion of knowledge, can
therefore feature prominently in explaining thdefiéntial growth of production and incomes
between regions.”

There are two major obstacles to knowledge spitlav& he first obstacle arises from

the proprietary rights for explicit (codified) kntedge at some phase of its development
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(patenting innovation). At the same time, exclagights for new knowledge cannot ensure
its total secrecy -- for example, publishing safenarticles and presenting at conferences
require disclosing information at the phase priopatenting. The second obstacle is the
cognitive abilities of individuals who can utilizacit knowledge. Some regions might not
have enough scientists with the specific skillkmowledge needed to comprehend and
utilize new information. That is, the recipienfskaowledge spillover might be not able to
absorb the information made available to themhulhan capital is sophisticated enough to
absorb technical knowledge, then the positive beneir knowledge spillovers may be
realized. Few studies paid attention to path dépecies and the impact of existing industry
mix, production culture, and other legacies ofacplon current regional economic
outcomes.

The University as an Important Regional Player in Rgional Innovation Systems

Since the 1980s, studies have analyzed innovatimeepses within geographical
systems (Edquist, 1997; Freeman, 1991; FreemanefeSh997; Lundvall, 1992; Maskell et
al., 1998). This stream of research started wigmiifying national innovation systems (NIS)
in Europe, assuming that the occurrence of innowadepends on the structure and
organization of industries and companies withiraaam, institutions and existing social
networks, size of the region, and infrastructutey§ical, financial, cultural). The model
recognizes universities as institutions supportivimnovation. The role of universities is
seen as either direct - through the educationuafesits and production of ideas, or indirect -
through knowledge spillovers from research and atioic.

Over time, the locus of innovative activity chandeamn the national level to regional

economies. Certainly, part of this attention was tb the idea of clusters (Porter, 1990).
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Yet the literature differentiates between the lmsaof production and the location of
innovation (Audretsch & Feldman, 1996). Preciserdion of scholars to the regional
innovation systems only emphasized the role ofensities as regional institutions that
matter most to innovative activity.

In the 1990s, through the introduction of the cqta# learning regions, social
scientists looked at universities as endogenotisetoegional systems (Morgan, 1997,
Florida, 1995; Lundvall & Jonson, 1994; Hudson, 39eane & Allison, 1999). They
concentrated on the creation of knowledge andog®igtion by local firms through the
social and organizational networks mainly at thggaeal level. The increased interest in
regional information systems (RIS) was triggeredh®yregionalization of production and
the growing importance of a region in global contpmt. Forced to compete globally,
regions were striving for developing regional cotitpee advantage.

The necessity for continuous innovation with thepoge of developing or retaining a
regional competitive advantage changed the whaledogm of learning. Universities started
to see a new client — spatial clusters and relatinatworks of small and medium-size firms
that substituted for large corporations (Chatte&d@oddard, 2000). The dynamic of
learning shifted from a model where learning oc@irgniversities and knowledge is then
applied at the workplace, to a model where intéradearning occurs throughout the
lifetime -- at the university, work place, and netking functions.

In late 1990s and early 2000s, the concept of RESHeen widely studied and
empirically tested, especially in Europe (Amin &rift)1995; Braczyk et al., 1998; de la
Monthe & Paquer, 1998; Cooke, 1998; and Hassin®12®cholars have developed a

typology to assess structural differences of R(Swke, 1998, p.19-24) and conducted
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comparative analyses of regional information syst@rassink, 2001, p.224). lammarino
and McCann (2006) classified industrial clustershimi four different stages in the evolution
of technological innovation systems. Each lifeleystage of innovation systems has a
corresponding knowledge base, a distinctive typedistrial regime, is based on a different
phase of knowledge spillovers, and has differequiirements in the presence of knowledge-
generating institutions within the regional systeiinnovation.

The concept of differentiating phases of innovaggstems within the technological
life-cycle is consistent with the stream of resharn innovation systems and their spatial
and knowledge components by Oinas and Malecki ©&Malecki, 1999, 2002; Malecki,
1997). Analyzing the knowledge component of inimrasystems, along with local
conventions (e.g. tolerance toward failure, riskkseg, enthusiasm for change and rapid
response to technological change), they emphds&zmtreasingly important role of regional
creativity within the context of regional knowledge

Acknowledging different types of regional institutis, Etzkowitz (2003) introduced
the Triple Helix* model that conceptualizes university-industry@mwment relations. This
model describes changes in relationships among theen regional players: academia,
business, and government. With the growing impaeasf knowledge, and as the production
of knowledge transforms into economic enterprise,university is given a more prominent
role in the regional economy. The university depslan organizational capacity not only to
produce knowledge, but also to deploy knowledge ihé regional economy or to sell the
products derived from new knowledge outside théregrhis process is consistent with an

innovation being changed from an internal procéssngle firm into one that takes place

51 The discussion on this model is led by Henry Etzko— associate professor of sociology at Purci@mskege and
Director of the Science Policy Institute at thet&tdniversity of New York. He is co-convener of thieyearly International
Conference on University-Industry-Government Reladi "The Triple Helix”
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among many firms and knowledge-producing instingiol hese changes trigger a
transformation in the relationships among univgrsitdustry, and government (Figure 1)
from a “statist” model of government controllinggaemia and industry (£§,to a “laissez-
faire” model, which separates the roles of indysicademia and government, interacting
only across strong boundaries (2), and, finalltheTriple Helix model with each
institutional sphere maintaining its identity whilking on the role of each of the others (3).

Figure 1. “Anthropology” of Triple Helix Model

Tri-lateral networks
and
hybrid organizations

Stat
Academi
Academi
. _________________
(1) (2)

Source: Etzkowitz, H. (2003). “Innovation in inndigen: the Triple Helix of university-industry-
government relations.”_Studies of Sciend2(3), p.302.

With each of the three players, industry, statd, arademia, partially taking on the
roles of the others, the established match of stituion to its traditional role and functions
is outmoded. The Triple Helix model implies intgtrans across university, industry, and
government; and the interactions are mediated ggrozations such as industrial liaisons,
university technology transfer offices, universigntract offices, and other entities. These

mediators have a mission to ease legal and orgamaabarriers in the interaction of the

%2 This model is more relevant to European systenesiotation.
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three players to benefit the deployment of innaratvithin the region or to benefit the
profitable sale of the knowledge products resultimbenefits to the region through a
multiplier effect.

According to Pires and Castro, Gulbrandsen, andlésgorff and Etzkowitz, as the
Triple Helix model evolves, each of the three ingitbns begin to assume the traditional
roles of the others in the technology transfer essqGulbrandsen, 1997; Pires, & Castro,
1997; Leydesdorff, & Etzkowitz, 1998). For examplee university performs an
entrepreneurial role in marketing knowledge, iratireg companies, and also assumes a
quasi-governmental role as a regional innovatiganizer.
Direct Effects of University Research

In 1980, the United States Congress passed the-BalhAct and the intellectual
property landscape in the U.S. changed dramaticéllyiversities were allowed to retain
intellectual property rights and to pursue commnaization even though the basic research
had been funded by the federal government. Iietiee1 990s, technology transfer activities
of research universities began to be recognizechpgrtant factors in regional economic
growth. Scientists started to look at the différactors and mechanisms stimulating transfer
of new technology from university to industry (Caohet al., 1994; Campbell, 1997; Lowen,
1997; Slaughter, & Leslie, 1997; DeVol, 1999). dissing the benefits of such technology
transfer, Rogers, Yin, and Hoffmann (2000) hypottexsthat “research universities seek to
facilitate technological innovations to private quemies in order to: (1) create jobs and
contribute to local economic development, and€ajn additional funding for university

research” (Rogers, Yin, & Hoffmann, 2000, p. 48hey illustrated the potential impact of
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university research expenditures on jobs and weadtation through the process of simple
technology transfer.

Beeson and Montgomery (1993) tested the relatipriséiween research universities
and regional labor market performance. They asdess@iversity’s impact on local labor
market conditions by measuring quality in term&&D funding, the total number of
bachelor’s degrees awarded in science and engngg@md the number of science and
engineering programs rated in the top 20 in thenttguBeeson, & Montgomery, 1993,
p.755). Beeson and Montgomery identified four wiayahich colleges and universities
may affect local labor markets: (1) increasinglslof local workers (together with rising
employment and earnings opportunities), (2) inarepthe ability to develop and implement
new technologies, (3) affecting local demand thiotggsearch funds attracted from outside
the area (a standard multiplier effect), and (4)drwting basic research that can lead to
technological innovations (Beeson, & Montgomery93.9.753)>

Link and Rees (1990) emphasized the importantabtgaduates to a local labor
market, particularly for new start-ups and the ldtgh tech market, assuming they do not
leave the region. Gottlieb (2001) took this idedHer in his Ohio “brain-drain” study,
emphasizing that exporting graduates is a sigorgfun economic development problems
for a region. In their study of 37 American citiégs, FitzRoy and Smith (1995) tested
university spillover effects on employment, anilelBania, Eberts and Fogarty (1993), tried
to measure business start-ups from the commeraializ of university basic research. These
studies produced mixed results, showing that usityeproducts are statistically significant

in their impacts in one case and insignificanttimess.

%3 Also discussed by Nelson (1986).
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Following Adams’ findings about the positive effect industrial research from the
geographical proximity to university research (Adaeh al., 2000; Adams, 2001), many
studies (Audretsch, & Feldman, 1996; Audretsch,t&d8an, 1996; Cortright, & Mayer,
2002) found that for most industries, activitieatttead to innovation and growth take place
within only a few regions nationally or globallyWhether it was the impact of universities
on regional labor markets or the impact of uniugrR&D and technology transfer on the
growth of employment or per capita income, a brod@denework was needed to measure the
impact of all products created in universities.

Each university interacts with the regional econ@sayepresented by local
businesses, government agencies, and the regoeia and business infrastructure. The
actual interaction is based on its set of prodantstheir value to the region. The university
can create sources of regional competitive advanaag can significantly strengthen what
Berglund and Clarke (2000) identify as the sevemeints of a technology-based economy:
(1) regional, university-based intellectual infrasture — a base that generates new ideas, (2)
spillovers of knowledge — commercialization of wemsity-developed technology, (3)
competitive physical infrastructure, including tmghest quality and technologically
advanced telecommunication services, (4) techiyis&illed workforce — an adequate
number of highly skilled technical workers, (5) tapcreating adequate information flows
around sources of investments, (6) entrepreneculldre — where people view starting a
company as a routine rather than an unusual ocmerand (7) the quality of life that comes
from residential amenities that make a region cdimpe with others.

The university’s influence on these factors ismtérest to economic development

because each university product can be an asskbyseregional economy or can be sold
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outside the region, generating regional incomechEmiversity makes a choice about what
product will be a priority to produce and sell,igas its resources, and creates policies to
implement its goals.

Many studies are focused solely on showing the anpbuniversity presence using
the multiplier effect of university expenditure§hese studies are confusing the impact of
university products (which we identify as purpodlgfareated outcomes according to a
university mission) and the impact of universitggence in a region (which depends on
university expenditure patterns). In the tradisibmultiplier-effect studies, the models
usually take into account two factors of universmpact: (1) the number of university
students and employees (which is a non-linear fonaf university enroliment) and the
impact of their income through individual spendpagterns and (2) a pattern of university
expenditures via a university budget. These twtofa (sometimes called university
products) are indirect functions of enrollment amdlowments and are highly collinear with
university size. While normalized to per-capitdigators, they highly correlate with
university reputation and, apart from the reputatere to a large degree uniform across
regions.

Morgan (2002) tried to bridge the gap between tamacepts of university products
and create a conceptual model of the two-tier aystehigher education institutions in the
United Kingdom. Using Huggins’ (1999) and Phelfi®97) concept of the globalization of
innovation and production in regional economiesgliseusses two models of direct and
indirect employment effects — the elite model dmeldutreach/diffusion-oriented model
(Figure 2). Morgan emphasizes the increased falmigersities in developing local social

capital by acting as “catalysts for civic engagetard collective action and networking”
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and “widening access to cohorts from lower socioreenic backgrounds” improving local
social inclusion (Morgan, 2002, pp. 66-67).

Bringing elements of globalization into understamyihe role of universities for the
local economy is widely emphasized in the MIT Indias Performance Center’s study led
by Richard Lester. The 2005 report “Universitiesiovation, and the Competitiveness of
Local Economies” discusses an important alignmétheuniversity mission with the needs
of the local economy, emphasizing that this alignme affected by the globalization of
knowledge and production and depends on “the ghufitocal firms to take up new
technologies, and new knowledge more generally tamgply this knowledge
productively”.

Figure 2. Universities and Regional Development: Wo Paradigms

Higher Education and Regional Development
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Source: Morgan, B. (2002) “Higher Education and iBegl Economic Department in Wales: An
Opportunity for Demonstrating the Efficacy of Deutibn in Economic Development,” Regional
Studies, Vol. 36.1, p.66.
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Through the different roles played by universititbés study acknowledges diverse
pathways of transferring knowledge from universitie local industries (Figure 3). Some of
these paths are common to economies with differerd industries, and some are unique to
the regions. For exampleducation/manpower developménas valuable for the economy
asindustry transplantatiomndupgrading mature industry economiyorefront science and
engineering researchndaggressive technology licensing polica®e unique and critical for
creating new industries economiesidbridging between disconnected act®s®as

distinctive for the economy aversifying old industry into related new industry

Figure 3. University roles in alternative regionalinnovation-led growth
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Performance Center, MIT, p.28.

These unigue and common pathways for economiesdnfgrent industrial structures imply
existence of universities products that, besidashimg and research, include faculty

consulting, publications, and collaborative reskarc
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The discussion about the role of a university mrbgional economy has been
enriched by a model created by Louis Tornatzky] Pégaugman, and Denis Gray
(Tornatzky, et. al., 1995; Tornatzky, et. al., 199@rnatzky, et al., 1999, 2002). These
researchers advocate the importance of researehraities for regional economic
development and examine whether the influencewfieersity on a local economy differs
geographically. The authors conclude:

“While we agree with skeptics who argue this [unsy’s impact on a local
economy] is not easily accomplished and that sonietsities and states appear to be
looking for a quick fix, we believe that there iso&igh evidence to demonstrate that
universities that are committed and thoughtful icapact their state or local economic
environment in a number of ways” (Tornatzky, Waugaret al., 2002, p.15-16).

Tornatzky’s hypothesis of the ways that universittan affect regional economies is

presented in Figure 4.

Figure 4. Innovation U.: New University Roles in &Knowledge Economy
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The research team identified 10 “dominants” ofitagbnal behavior that enable the
university's external interactions with industryda@conomic development interests and lie
beneath organizational characteristics and funstibat facilitate those interactions.
Tornatzky et al. (2002) group these dominantshtaractions, characteristics, and functions
into the three broad groups depicted in FigurdHe first group (1) represents partnering
mechanisms and facilitators identified as “funcsiopeople, or units that are involved in
partnership activities that allegedly have an impececonomic development” (Tornatzky et
al., 2002, p.16). The list of programs or actestin this component includes, but is not
limited to industry research partnerships, industitycation and training, and other activities.

The second group (2) includes institutional enabfaniversity mission, vision, &
goals and faculty culture & rewards) that facikt@artnering through the “relevant behavior
of faculty, students, and administrators [that] supported by the values, norms, and reward
systems of the institution” (Tornatzky et al., 200218). The third group is represented by
two boundary-spanning structures and systems: iquarénerships with economic
development organizations (labeled (3) in the #jund industry-university advisory boards
and councils (labeled (4)). They are positionelinfothe university system to the economic
development intermediaries and business commuRisya result of communication between
all of the components, the framework captures Igagnerated technological outcomes (5),
such as new knowledge and technologies that triggemomic development.

Tornatzky, Waugman and Grey acknowledged that,enthié local economic
environment of universities is complex, only unsiges that are actively involved in
extensive industry partnerships can successfudlyster their products into local economies.

Such universities will “tend to adopt language iission, vision, and goal statement that
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reflects that emphasis. They [universities] atswdtto incorporate different versions of those
statements in reports, publications, press releasesspeeches directed at the external
world” (Tornatzky et al., 2002, p.19).

Paytas and Gradeck (2004) tested this hypothedieincase studies of eight
universities by examining the scope of universigE®nomic engagement in local
economies. They assessed the breadth of involveshemniversities with their regions and
local communities and concluded that, for a unigte play an important role in the
development of industry clusters; it “must be atidrwith regional interests and industry
clusters across a broad spectrum, not just in tefrtechnical knowledge. ... The
characteristics of the clusters are as importanftimore important than the characteristics
of the university” (Paytas & Gradeck, 2004, p.34).

Goldstein et al. (1995) developed a set of uniemitputs that is also broader than
the traditional understanding of university proguethich includes onlgkilled laborand
new knowledgeTheir framework (Figure 5) distinguishes betwkrowledge creation and
co-production of knowledge infrastructure, humapitzd creation, and technological
innovation and technology transfer. This modelsaalshew and very important
understanding of leadership value and regionakmiliThis framework was operationalized
by Goldstein and Renault (2004) and tested witmtbdified Griliches-Jaffe production
function.

A similar approach is used by Porter (2002) in@orefor the Initiative for a
Competitive Inner City. He studied six primary wemsity products using @ultiplier-effect
approach. Porter identifies the main impacts enalcal economy through the university’s

(1) employment, by offering employment opporturstie local residents; (2) purchases,

185



Figure 5. University Outputs and Expected Economitmpacts
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Source: Goldstein H., Maier G., Luger M., (199%he University as an Instrument for
Economic and Business Development: U.S. and Euro@eanparison., p.115

redirecting institutional purchasing to local biesees; (3) workforce development,
addressing local and regional workforce needsrddl) estate development, using it as an
anchor of local economic growth; (5) advisor/netkvbuilder,channeling university
expertise to local businesses; and (6) incubatoriger, to support start-up companies and
advance research commercialization.

These approaches mix university products — goodssarvices that are produced by
universities according to the university missiofthwiniversity impacts — results of
university influence on surrounding environmeriE®r example, universities influence
appreciation of surrounding real estate value withiocluding this in their mission
statement. Lester’s study acknowledges that “wiykies to the operating sectors of

economy are not central to the internal desigrmefuniversity as an institution, and as
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universities open themselves up to the marketglackenowledge and ideas to a greater
degree than in the past, confusion over missiorbkas common” (Lester 2005, p.9).

According to Hill and Lendel (2007), higher educatis a multi-product industry
with seven distinct products: (1) education, (2)tcact research, (3) cultural products, (4)
trained labor, (5) technology diffusion, (6) newokviedge creation, and (7) new products
and industries. These products become marketabienodities that are sold regionally and
nationally or they became part of a region’s ecoicatevelopment capital base. Growth in
the scale, quality, and variety of these produatsgases the reputation and status of a
university. An improved, or superior, reputatioloels universities to receive more grants
and endowments, attract better students, incregsant conduct more R&D, and develop
and market more products. This reinforcing mectrarbetween a university’s reputation
and university products transforms universities icbmplex multi-product organizations
with a complicated management structure and multiplsions. A university manages its
portfolio of products as defined in the universstynission statement and expressed through
the university’'s functions and policies.
Conclusions

The new growth theory and the concepts of incrgasturns to scale, knowledge
spillovers and knowledge externalities form a b&sicreating a framework for technology-
based regional economic development. They enablmderstanding of the factors that
influence regional knowledge creation and impleragon of an innovation into regional
economic system.

The studies on knowledge spillovers and agglomaragifects apply a variety of

approaches and methodologies to studying the ilmmddinowledge. Even as they lead to a
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better understanding of the impact of universities,results are often fragmented to specific
industries and extracts of geographies, primatily tb constraints on data availability.
However, even with this fragmentation the empirreslults prove the significance of
university- based research effects on follow-upustdy R&D, increased numbers of
intermediate results such as patents, start-up anrmp, growing employment and wages. It
is evident that the positive role of the universityegional economic performance cannot be
ignored.

However, the effect of university products on regilbeconomic outcomes is not
evident. New knowledge and innovation directlyatesonly intermediate results, such as
patents, spin- off companies, graduates, new ptedu technologies, and new economic,
social, and cultural regional environments. Deptbydthin regional economies, these
effects create local competitive advantage. Rasékternalities of agglomeration
economies of scale allow knowledge spillover anglar the mechanism that enables both,
creating the intermediate results of universitydquats and deploying them into regional
economies.

Synthesis of thoughts behind the literature omenac development theories and the
knowledge spillovers concept suggests that theréveay major hypothesized systems linking
universities with regional growth: (1) mechanism&mowledge spillovers due to
agglomeration economies of scale, and (2) spestitmomic environments where the
knowledge spillovers occur. The environment ofwlealge spillovers and deployment of
the results of knowledge spillovers into regionamomies can be described by
characteristics that reflect the intensity of aggboation economies and their qualitative

characteristics, such as quality of the regionabtdorce, level of entrepreneurship, intensity

188



of competition in a region, structural compositafrregional economic systems and
industries, and social characteristics of placesh s leadership and culture.
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APPENDIX B
DEFINITION OF THE VARIABLES
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A very important characteristic of the research ataglthe time frame. To ensure
that the policy variables and the characteristiaggional industrial organization explain
changes in the dependent variables, the independaables of the model include lagged
dependent variables that capture effects of uniygpsoducts and industrial research over

the long term (Figure B-1).

Figure B-1. Time Frame of the Research Models

RO =a,+aUR, +a,PR +q;E;, +a,RCM, +a;RS +a;RD, +a,RL, +a,H, +e,

e B e

(1)
Dependent Policy variables Regional Industrial Organization Path
Variables
Dependency
Toao 1080 1998-2004
gg;jgg% 1987/1988 1987-1997
1998-2001 2002-2004
Tirrye
—_ A
" Y
_ _ o _ Dependent
Regional Industrial Organization & Policy Variables
—_ _
N

Path Dependency

UR, - policy variables in regiojy where region is a metropolitan statistical area;
PR, - the size of industrial R&D expenditures in ragip;
E, - the level of entrepreneurship in regipn

RCM; - the level of competition in region;
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RS - the specialization of the industries in regipn
RD; - the diversification of the industries in regign
RL, - the presence of establishments with more tha@0lemployees (approximates a
presence of large companies) in regipn
H, - path dependency represented by variables tfiattréhe previous performance of
region j .

The policy variablesR, ) and the factors of regional industrial organiaati
(E;,RCM,,RS, RD;, RL,) are measures from 1988 to 1997, the years preg¢iie
changes in the dependent variablB€X). Industry R&D expendituresRR,; ) play the role

of a control variable that allows for assessingithgact of the policy variables on dependent
variables separately from the industry R&D actestperformed in a region.

To measure the departure from a historical tremel path-dependency variables ()

follow the segments of the business cycles — 1986,11987-1991, and 1992-1997. They
cover the period of time before the impact of tbégy and regional industrial organization
factors (1982-1986) and, in some equations, duheghase of their influence (1987-1991
and 1992-1997).

The dependant variables are assessed by the iwfgaalicy variables over the entire
time period studied (1998-2004) and during the agfmmn (1998-2001) and the contraction
(2002-2004) phases of the business cycle. Theypwhriables are measured from 1987 to

1997.
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There are two major arguments behind the calculatfgolicy variables during this
particular time. First, it covers the period @hé following the Bayh-Dole Act that
empowered universities to capture the intellectiggits of research products. In addition, it
reflects the growth phase of the old industrialresay, which was accompanied by the
growth of large corporations capable of carryirgngicant R&D activities. The regional
industrial organization variables are measureti@btginning of the policy assessment
period (1987/1988) or as change variables duriegadsessment period (1988-1997).

Statistical tests assess the influence of the pokeiables on regional outcomes, the

percentage change in gross metropolitan pro@BMﬂ) and the percentage change in total

employment(Ej) over the period of tim((at2 —tl):

E,. = (Ej )t - (Ei )t (2)

2 1

GRR_, =(GMP) -(GMR ). 3)

The number of new start-ups in a metropolitan am@analized by population is used

to approximate entrepreneurial culture in each opetiitan area E,;, wherej is a region).

Following Luger and Koo (2005), a new firm is defthas “a business entity which did not
exist before a given time period (new), which stiting at least one paid employee during
the given time period (active), and which is neaithesubsidiary nor a branch of an existing
firm (independent)” (Luger & Koo, 2005, p.19). Tafre, new branch offices (plants) of

existing firms or new firms created through merggracquisitions are not included in the

>4 Enacted on December 12, 1980, the Bayh-Dole Att @6-517, Patent and Trademark Act Amendments of
1980) created a uniform patent policy among theynfederal agencies that fund research, enablindl sma
businesses and non-profit organizations, includinigersities, to retain title to inventions madelen
federally-funded research programs. This legishatias co-sponsored by Senators Birch Bayh of Iredé&rd
Robert Dole of Kansasittp://www.autm.net/aboutTT/aboutTT_bayhDoleAct.cfm
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entrepreneurial activity variable. This varialdenormalized by the total population to
eliminate the variance of population-serving comesiiEdmiston, 4004; Mauno, 2005). The
normalization of the number of new establishmegtpdpulation also prevents this indicator
from reflecting changes in population over time &oth reflecting the cross-sectional
demographic structure of the region. The entregueship variable is included in the model
as a cross-sectional variable, measuring the 18984 bf new establishments, the earliest
year of data available from the Census Bureau'ssBts of U.S. Businesses
(http://www.census.gov/csd/susb/susbdyn.htm).

Specialization, competition, and diversificatiopmesent forms of industry
organization that are hypothesized to trigger d#fifie types of agglomeration economies that
are associated with regional growth. These chatatits of regional industrial organization
are based on Glaeser et al's (1992) research ologment growth in 170 U.S. cities
between 1956 and 1987.

Glaeser operationalized specialization as the eynptait share of the five largest
industries in an MSA. He defined the largest inides by the share of their employment in
the total employment of the region. In this dissgon the four-digit NAICS is used to

calculate industry specializatioR§ ). The methodology to calculate industry specaion

is described in the following four steps.

Stepl: Three types of industries were excluded fitwarlist of the 290 four-digit
NAICS industries: population-serving industriesc{uding Private Household Employment,
Farming, and Forestry & Hunting), military, and govment sectors.

Step 2: The location quotient of employment waswdated for each of the remaining

233 four-digit NAICS industries for each metropalitarea for 1987.
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Step 3: The 233 four-digit NAICS industries werakad by their 1987 employment
location quotient within each metropolitan area.

Step 4: The first 5 industries were considerednbastries in which a region was
most specialized. The 1987 employment of 233 intesstvas summed and divided by 1987
population to derive the share of employment inttpe5 four-digit NAICS industries that
approximates industrial specialization.

Economic diversification of a regiorRD, for a region) was calculated as the ratio

of employment in the lower 5 of the 10 largest fdigit NAICS industries in each region
(industries #6, #7, #8, #9, and #10). After step the methodology for calculating regional
specialization, the"4step required summing 1987 employment of indust #7, #8, #9,
and #10 from the list of 233 four-digit NAICS induss that were ranked by their 1987
employment location quotient within each metropolirea. Glaeser et al. calculated this
measure as the share of employment in the lowétledlO largest two-digit SIC industries
in each region (industries #6, #7, #8, #9, and #10)

The variable of regional competitioRCM; in region;) is calculated as the

percentage change in the ratio of establishmemtemployee at the regional and national
levels from 1988 to 1997° As an alternative measure, the Hirshman-Herfihotatex of

deviation of the number of establishments at aorggilevel versus the national level was
included in the exploratory models. This varialkes not statistically significant in any of

the results.

* The data for 1987 were not available from the @p@usiness Patterns.
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x100, (4)

where RCM,y, is the level of local competition in regigpin 1997,

and RCMy, is the level of local competition in regigim 1988.

EST1997j / E1997i
ES'[1997US / E1997US

RCM,ge; = : where (5)

Est,; is the number of business establishments in reggini 997,
E.sq7, is total regional employment in 1997,
Esto, . is the number of business establishments in then1897,

Eie07, IS total US employment in 1997.

EST1988j / Elgssj

Mg = EStosg,. / Eross, ©
As a result, the formula (4) is:

EStiger, /Eioer, _ Estigg, /Eiogs,
RoM = =3/ Eroon, Etiosn, /Buom, g (7)

a ESt1997j /Ewsﬁj
EStwsnUS / E1997US

This methodology introduces a better definitiorired regional industrial base,
utilizing a more specific industry classificatidior-digit NAICS in comparison to two-digit

SIC used by Glaeser), and incorporating additiomsdsures of regional industrial structure.
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The presence of the large companies in a regRiy {n a regiory) is approximated

by the number of business establishments with riane 1,000 employe&8. The variable is
calculated for 1988, the earliest year available.

Since we cannot attribute all the changes in degrn¢hariables to the influence of
the policy variables and the variables that desdfie region’s industrial organization, the
path-dependency variables are added to refledatheffects and the bundled nature of

university products.

The outcomes of university research are not gam&dntaneously and require years
of investments and deployment in regional economidserefore, the outcomes observed
currently are the lagged results of investments aweery long time period. Moreover,
changes in dependent variables are related t@gpasth rates because of many factors
unaccounted for in our model, for example, popatatnigration or formation and
disappearance of companies. Lastly, due to thelkigel of interdependency of university
products, it is hard to operationalize the influei€ university research and graduates as
separate from the influence of new knowledge deuraknt, cultural products, and new

industries on regional economic development.

Path-dependency variables are constructed ovesetii@ents of the business cycle
that occurred between 1982 and 1997. The thregatwvariables in the employment
regression equations are the percentage growttahregional employment from 1982 to
1986, from 1987 to 1991, and from 1992 to 1997t the change in gross metropolitan
product (GMP), the path-dependency variable reptesbe percentage growth of GMP

from 1987 to 1997. The definition of all variablesummarized in Table B-1. Table B-2

*® The source of these data is the County BusinetssrRs.
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indicates the data sources of the dependent aegp@mdient variables in the model. Table B-

3 discusses the hypotheses that are tested byagaahle.

204



Table B-1. Definition of Variables in the ResearciModels

Type of Variable

Name of Variable

Definition

Employment, percentage char

Dependent DPependent variables characterize changes in relgganaomy that are affected by policy variablese$n
A Gross metropolitan product, [this dissertation, university R&D expenditures,vemsity reputation, and university presence. Tiedect
variables percentage change two major regional outputs, changes in total regi@mployment and changes in gross metropolitadym
This policy variable reflects the cumulative repista or R&D expenditures across 14 technology-eslat

@ Sum score average fields across all universities in a metro area stadds for economies of scope of academic research.
25 - This policy variable reflects the cumulative repista or R&D expenditures in one of 14 technologiated

% g |High score average fields that has the highest sum across all unitfessin a metro area that have this field of resear

o § This policy variable reflects the presence of redeaniversities in a metropolitan area that haMeast on

University Presence

of the 14 selected fields associated with high tacht least one university ranked among the tdpdtGop
research universities by NSF

variable

Industry R&D expenditures,
percentage change

Private/industry R&D expenditures that constitutggmificant portion of total R&D. Industry R&D #he
metropolitan level is imputed from the state lewelustry R&D expenditures using the distribution of
employment in NAICS 5417 at the county level.

Independent variables

Regional industrial organization Control
variables

Ratio of business establishme
percent change, 1988-1997

his variable approximates the level of competitmnong companies in a region. 1t is calculatethas
ratio of business establishments per employeeeatefional level to the national level (followirtget
structure of a location quotient).

Number of large establishmen
1988

[Bhis variable is approximated by the number ofddbgsiness establishments with more than 1,000
employees and approximates the impact of the pcesaeflarge companies in a region.

Single-establishment start-ups
normalized by population, 199

a'he number of new start-ups normalized by poputadipproximates entrepreneurial culture in a region|.

Industrial specialization, 1987

Measured as the employment share of the five-latgese/export industries in a region. This variable
approximates the level of concentration of employtvathin a few economic sectors, i.e. industry
specialization.

Industrial diversification, 1987

Measured as the employment share in the lowerdfitke ten largest regional base/export industthes,
variable approximates diversification of regionabeomy.

Path
depen-
dency

variables

Lagged dependent variables,
employment or gross
metropolitan product

These variables are structured after the segméiite previous business cycle. They reflect histdrpath
dependencies.
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Table B-2. Data Sources for the Variables in the Rearch Model

Type of Variable

Name of Variable

Data Source

Employment, percentage char

ge

Dependent Gross metropolitan product, [Moody’s Economy.com
variables
percentage change _ _ _ _ _ _
0 Sum score average IC\I:SHSSSL'Smence Foundation Survey of ResearchDan@lopment Expenditures at Universities .
5% High score average National Science Foundation Survey of ResearchDawlopment Expenditures at Universities and @y
o = . . . . . .
o g - - National Science Foundation Survey of ResearchDmwtlopment Expenditures at Universities and @
> |University Presence National Science Foundation Ranking of the Top R@6earch Universiti
52
= g Industry R&D expenditures, [Naticnal Science Foundation Survey Research and Develajpim Industry and
E 8 b percentage change Moody’s Economy.com
E >
o o |Ratio of business establishme ;
>
2 = % percent change, 1988-1997 U.S. Census Bureau, County Business Patterns
@ = .©
S 0=
5@ i
E’_ = ; Number of large estabhshmengﬁ,.s' Census Bureau, County Business Patterns
2 £ 5 |1988
° @ =
= 5§ S Single-establishment start-ups
'S S Ingle- ' , up BJS Census Longitudinal Establishment and Enterpriieeodata (LEEM) and Moody’s Economy.com
o3 normalized by population, 199
o S |Industrial specialization, 1987 [Moody’s Economy.com
Industrial diversification, 1987 [Moody’s Economy.com
0
< g 5% Lagged dependent variables,
§ & & € |employment or gross Moody’s Economy.com
T © & metropolitan product
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Tabl

e B-3. Hypothesis Tested by the Variables Inctled into the Research Models

Variable Type

Name of Variable

Hypothesis Test

Dependent
variables

Employment,
percentage change

These variables indicate the change of final denfianiibor in a region and a final product develbpg companies, both

Gross metropolitan
product, percentage
change

those that directly adopt university products dmasé that are indirectly affected by universitydarats. The output variables are tested
the models during three time periods: the expa e of the business cycle, from 1998 to 20@&Lctimtraction phase of the business
cycle, from 2002 to 2004; and the entire time mbrfcom 1998 to 2004.

=]

Policy variables

Sum score average
university R&D
expenditures

whis policy variable stands for the economies opscof academic research. It tests for the existefi positive economic spillovers
produced by the sum of university reputation armd sfiR&D expenditures across of technology fiellsll universities in a metropolitan
region.

High score average
university R&D
expenditures

This policy variable stands for the economies afesof academic research. It tests for the exister positive economic spillovers from
specialization in a single technology-orienteddief research across all universities in a metiitgpobrea.

University Presence|

his policy variable stands for the presence oflag#c research. It tests for the existence oftppeseconomic spillovers
from the university presence in a metropolitan area

Control
variable

Industry R&D
expenditures,
percentage change

This variable controls for private/industry R&D expitures that constitute a significant portionasél R&D. The presence
of this variable in the models allows for distingfuing between the impact created by universityareseand the impact of industry R&D.

Independent variables

Regional industrial organization
variables

Ratio of business
establishments,
percent change,
1988-1997

Following the structure of a location quotientatio >1 of this variable suggests competition gretitat the average competition in the |
average metropolitan area; and a ratio <1 indic&gi®nal competition lower than the average. Tositive association of this variable wi
the dependent variable suggests that greater citimpédacilitates the adoption of university prodsiavithin the region.

th

Number of large
establishments, 198

This variable stands for the presence of large eoigs that avert entrepreneurship. Large companéege a false sense of job security i
pegion and discourage entrepreneurship and theipofeducation that might affect long-term regibnompetitiveness.

=]

Single-establishmenhe number of new start-ups normalized by poputatipproximate entrepreneurial culture in a regihis variable suggests the

start-ups normalized
by population, 1990

relationships between economic outcomes and te ¢d\entrepreneurial culture that can support &domf university products within th
region.

1%

Industrial
specialization, 1987

If positively related to the dependent variablbas variable suggests that greater industrial sfieation supports the adoption of univers
products by local companies due to positive extiemof agglomeration from specialization thatate better conduits with local
universities and greater demand for university pobsl

ty

Industrial
diversification, 1987

If positively related to the output variables, istiial diversification suggests that university guiots are better adoptbgl regional econom
that is balanced across a greater number of indsstnd benefits from positive externalities oflaggeration of urbanization — the co-
location of different industries in a metropolitarea.

Patt-
dependency
variable:

Lagged dependent
\variables,
employment or gros
metropolitan produc

hese variables control for Iag%
e dependent variables and chan ; t 1206 !
khe segments of the previous business cycle, treables assure reflection of true effect of poliariables on regional output changes.

ed effects andbtiredled nature of university products in the moddleey capture the long-term trend o

anges in dependégiblea related to past events and factors unatedun these models. Structured afte

=
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APPENDIX C
DISTRIBUTION OF THE POLICY VARIABLE
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Reputation Sum Score

Figure C-1. Distribution of Sum of Cumulative Qualty Scores across 131 MSAs
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APPENDIX D

DESCRIPTIVE STATISTICS AND CORRELATION AMONG
VARIABLES
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Table D-1. Descriptive Statistics of the Dependeariables in Groups of MSAs

Divided by Population Size

MSA Nin a
group group Statistics E9801 E9804 | GMP9801 | GMP9804
1 12 | Mean 5.39 3.83 8.45 16.37
Variance 6.52 26.08 15.67 47.59
St Dev 2.55 5.11 3.96 6.90
2 29 | Mean 497 5.46 6.89 16.15
Variance 13.79 59.96 26.56 107.71
St Dev 3.71 7.74 5.15 10.38
3 36 | Mean 4.49 4.77 5.70 15.56
Variance 13.49 41.29 29.72 84.53
St Dev 3.67 6.43 5.45 9.19
4 76 | Mean 3.90 5.34 6.22 16.80
Variance 14.31 53.47 33.22 110.63
St Dev 3.78 7.31 5.76 10.52
5 208 | Mean 3.67 6.01 5.64 17.65
Variance 20.06 65.87 44.63 116.50
St Dev 4.48 8.12 6.68 10.79
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Table D-2. Correlation among Variables

Policy Variables
Industrial R&D
Average of university R&D

Variance of university R&D

Average of university
patents

Variance of university
patents

Bachelor's or higher degre

IRD8797
SSA8797
SSv8797

UPA8797

uPVv8797

BACH900

Research university presenB&P

Regional Industrial Organization
Population size
Specialization
Diversification
Competition
Large companies
Entrepreneurship

Path-dependency Variables
Employment trend 8286
Employment trend 8791
Employment trend 9297

POPSIZE
SP87
Dv87
COMP88
LRG88
ENT90

E8286
E8791
E9297

Policy Variables

Regional Industrial Organization

Rath-dependency

BAC COM
IRD SSA SSV UPA UPV H POP SP DV P LRG ENT
8797 8797 8797 8797 8797 9000 RUP| SIZE 87 87 88 88 90
1.00
-0.02 1.00
0. -0.58 1.00
0. -0.51 0.07 1.00
-0.03 0.30 -0.20 -0.74 1.00
0.030.03 0.01 0.07 -0.07 1.00
0.05 -0.15 0.09 -0.01 0.03 0.16 1.00
-0.03 0.10 -0.10 0.16 -0.14 0.06 0.23 1.00
-0.04 -0.09 0.05 -0.15 0.14 0.11 0.15 -0.41 1.00
0.02 0.03 -0.02 -0.14 0.15 -0.04 0.0 -0.21 0.28 1.00
-0.13 0.00 0.03 0.10 -0.11 0.15 0.1 -0.23 0.33 -0.04 1.00
-0.04 0.10 -0.45 -0.34 0.22 -0.08 0.0 0.20 0.11 0.09 -0.06 1.00
-0.13 0.05 -0.10 -0.10 0.07 -0.21 -0.13 0.13 -0.10 0.01 -0.55 0.06 1.00
0.04-0.06 0.03 0.03 -0.01 -0.29 -0.05 0.09 -0.09 -0.10 0.10 0.04 -0.26
-0.01-0.02 -0.05 0.01 0.02 -0.31 -0.20 -0.07 -0.19 0.08 -0.14 0.10 -0.10Q
-0.08 0.04 0.02 -0.11 0.09 -0.53 -0.10 -0.04 -0.04 -0.02 -0.07 0.04 -0.07

8286 8791 9297

EMP EMP EMP

1.00
0.22 1.00
-0.02 -0.10 1.0d
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