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Abstract. We propose an approach to stochastic parameterisation of shallow cumulus clouds to represent the convective variability and its dependence on the model resolution. To collect information about the individual cloud lifecycles and the cloud ensemble as a whole, we employ a large eddy simulation (LES) model and a cloud tracking algorithm, followed by conditional sampling of clouds at the cloud-base level. In the case of a shallow cumulus ensemble, the cloud-base mass flux distribution is bimodal, due to the different shallow cloud subtypes, active and passive clouds. Each distribution mode can be approximated using a Weibull distribution, which is a generalisation of exponential distribution by accounting for the change in distribution shape due to the diversity of cloud lifecycles. The exponential distribution of cloud mass flux previously suggested for deep convection parameterisation is a special case of the Weibull distribution, which opens a way towards unification of the statistical convective ensemble formalism of shallow and deep cumulus clouds.

Based on the empirical and theoretical findings, a stochastic model has been developed to simulate a shallow convective cloud ensemble. It is formulated as a compound random process, with the number of convective elements drawn from a Poisson distribution, and the cloud mass flux sampled from a mixed Weibull distribution. Convective memory is accounted for through the explicit cloud lifecycles, making the model formulation consistent with the choice of the Weibull cloud mass flux distribution function. The memory of individual shallow clouds is required to capture the correct convective variability. The resulting distribution of the subgrid convective states in the considered shallow cumulus case is scale-adaptive – the smaller the grid size, the broader the distribution.

1 Introduction

To set a path towards the development of a stochastic shallow-cloud parameterisation for numerical atmospheric models, we study how the unresolved convective processes relate to the resolved grid-scale variables in an ensemble of shallow cumulus clouds. According to a conventional deterministic approach to cloud parameterisation, the outcome of shallow cumulus processes within a grid box of a numerical model is represented as an average over the cloud ensemble or as a bulk effect. However, different microscopic configurations of a convective cloud ensemble can lead to the same average outcome on the macroscopic grid scale (Plant and Craig, 2008). If a one-to-one relation between the subgrid and grid scales is assumed, the spatial and temporal variability of convection that is observed in nature and in the cloud-resolving simulations will not be represented in atmospheric models. At the same time, the improvement in parameterisation should address the dependence of the subgrid- to grid-scale relation on the model resolution and physics time step (e.g. Jung and Arakawa, 2004). This is especially important on the meso-$\gamma$ atmospheric scales, since moist convection and rain formation are recognised as the most uncertain processes acting on these scales and the core reason for the short mesoscale predictability limit (e.g. Tan et al., 2004; Zhang et al., 2003, 2006; Hohenegger et al., 2006).

Commonly used tools to study convective cloud processes at a high temporal and spatial resolution in order to develop parameterisations are the cloud resolving models (CRMs). To represent deep convective clouds explicitly, CRMs are used at the grid scale of 1 km order of magnitude, while shallow convective clouds become explicitly resolved at a grid scale of $O$ (10–100 m), which is the size of the largest
energy-producing eddies in the turbulent boundary layer, hence the name large eddy simulation (LES). To formulate the effects of clouds on their environment across the different scales of atmospheric flow, a technique of coarse graining can be applied to the CRM and LES fields (see, for example, Shutts and Palmer, 2007, Sect. 3). In this way, a relation between the subgrid convection and the resolved flow can be emulated to reveal the properties and components of the parameterisation and to reflect its dependence on the model grid resolution.

From the previous studies of deep convective cloud fields using CRMs and the coarse-graining methods, it is known that the subgrid- to grid-scale relation is neither fully deterministic nor diagnostic, which suggests that stochastic and memory components should be included in a parameterisation. These components are sensitive to the spatial and temporal scales of a numerical model. As the horizontal resolution of a model gets higher, the stochastic component of the subgrid- to grid-scale relation becomes more pronounced (Xu et al., 1992; Shutts and Palmer, 2007; Jones and Randall, 2011). At the same time, an increase in horizontal resolution implies a shorter model time step and, as a consequence, a larger impact of the memory component on parameterisation. In this case, changes in the resolved flow take place on a timescale close to or less than the convective response timescale, and the convective cloud system exhibits a non-diagnostic behaviour (e.g. Pan and Randall, 1998; Jones and Randall, 2011). Along with the effects of time lag in the convective response, memory of convection also comprises a feedback process by which the past interactions between convective elements and thermodynamics fields on the near-cloud scale modify convection at the current time (Davies et al., 2013). Furthermore, a delay in the convective response becomes longer with the emergence of mesoscale cloud organisation (Xu et al., 1992), and can be interpreted as an additional convective memory effect (Bengtsson et al., 2013).

A behaviour of the subgrid- to grid-scale relation similar to the behaviour of deep convection, but on the smaller spatial scales, can be confirmed in LES studies of shallow convection. The stochastic effects in a coarse-grained shallow convective cloud ensemble become dominant on the scales close to 10 km and less (see Fig. 2 in Dorrestijn et al., 2013). We will refer to these spatial scales as the “stochastic” scales for the shallow convective ensemble.

Parameterisation schemes developed specifically for shallow convection are in most cases based on the mass flux concept (Bechtold et al., 2001; von Salzen and McFarlane, 2002; Deng et al., 2003; Bretherton et al., 2004; Neggers, 2009). In a mass flux scheme, clouds within a model grid box are parameterised as a single bulk updraft or as a spectrum of cloud updrafts via a simple entraining–detraining plume model, and the vertical transport is determined by the upward mass flux through the cloud base. Estimation of the bulk or ensemble average cloud-base mass flux is a part of the model closure and is based on some form of the quasi-equilibrium assumption (Arakawa and Schubert, 1974). According to the quasi-equilibrium assumption, in a slowly varying large-scale environment, the subgrid convective ensemble is under control of the large-scale forcing with a statistical balance fulfilled between the unresolved and resolved processes. However, at the stochastic scales, the quasi-equilibrium assumption is no longer valid. The model grid box is not large enough to contain a robust statistical sample of shallow clouds and the timescale of parameterised processes can not be separated from the timescale of the resolved processes. This suggests that a stochastic and non-diagnostic approach to parameterisation is necessary not only for representing the small-scale variability of convection, but also for representing the cloud field adequately by providing a way to make the parameterisation scale-adaptive, and to avoid the scale-separation problem.

Increasing horizontal resolution of atmospheric models is also strongly connected to the mesoscale predictability limit, which is reached faster on the smaller scales of the resolved motion (Lorenz, 1969). The reason for a shorter predictability time on the smaller spatial scales comes from the faster error growth on these scales due to moist convection (Zhang et al., 2003, 2006). In the simulations with the grid resolution of the order of 1 km, the small-scale initial errors spread fast throughout the domain and exponentially amplify over the regions with the convective instability (Hohenegger et al., 2006). Due to non-linear interactions, initial uncertainties propagate upscale in a process known as the “inverse error cascade” and degrade the forecast quality on the larger scales (Lorenz, 1969; Leith, 1971). Here the stochastic term of a parameterisation plays a role in representing the subgrid fluctuations that, due to the non-linearity of the process, lead to the error growth and upscale error propagation. Thus, the stochastic term provides a way to quantify the uncertainties coming from the formulation of the subgrid cloud processes and is necessary to improve the ensemble spread in the ensemble prediction systems – EPS (see the review of Palmer et al., 2005).

Recently, EPS have been developed for the limited area models at the convection-permitting grid resolution to address the sensitive dependence on initial conditions (e.g. Kong et al., 2007; Gebhardt et al., 2008; Clark et al., 2009; Migliorini et al., 2011). The main goal of this new field of research is the improvement of the quantitative precipitation forecasts and the forecasts of convective and storm events. In the convection-permitting models, deep convective clouds are explicitly represented on the grid scale, while the planetary boundary layer (PBL) convection and shallow clouds are still subgrid processes and have to be parameterised. Nevertheless, the introduction of the stochastic physics into the convection-permitting EPS has been limited so far. The stochastically perturbed parameterisation tendencies (SPPT) scheme of Buizza et al. (1999) is adapted and applied in a short-range convection-permitting EPS by Bouttier et al. (2012) to improve the ensemble reliability and the ensemble...
spread–error relationship. Another example is the recent work of Baker et al. (2014), where another similar method of parameter perturbation of the model physics tendencies called the random parameters (RP) scheme (Bowler et al., 2008) is modified and applied to a convection-permitting EPS. Both of these approaches are rather pragmatic and general in perturbing the physical tendencies in a model. The effect of stochastic schemes specifically developed for the shallow clouds and based on the underlying physical processes has not been investigated so far, mainly because stochastic schemes for shallow clouds have not been formulated until recently. One example is the scheme developed for stochastic parameterisation of convective transport by shallow cumulus convection (Dorrestijn et al., 2013), based on LES studies of non-precipitating shallow convection over the ocean. In this scheme, the pairs of turbulent heat and moisture fluxes are randomly selected as corresponding to different states of a data-inferred conditional Markov chain (CMC). In another approach, two stochastic processes are implemented in the eddy-diffusivity mass-flux (EDMF) scheme (Siebesma et al., 2007; Neggers, 2009), the Monte Carlo sampling of the convective plumes and the stochastic lateral entrainment (Sušelj et al., 2013).

The goal of our study is to formulate a shallow convective parameterisation that encompasses the stochastic and memory effects of convection, using the theoretical and empirical findings about the cloud ensemble. We study a shallow convective-cloud case (Rain in Cumulus over the Ocean – RICO) using large eddy simulation (LES). RICO is a precipitating quasi-stationary shallow convective case that also shows some mesoscale organisation. We coarse grain the cloud ensemble to study the subgrid- to grid-scale relation and its dependence on the horizontal resolution. The variability of shallow convection and its scaling with the horizontal resolution is then quantified. Individual cloud lifecycles and the role of the diversity of cloud lifetimes are examined employing the cloud tracking routine of Heus and Seifert (2013). This numerical study gives a path to apply the theory of fluctuations in an equilibrium convective ensemble of Craig and Cohen (2006b) to a shallow convective case.

In the following, we propose a generalisation of the theory of fluctuations in a convective ensemble by including the system memory and by considering the impact of the diversity in cloud lifecycles on the cloud-base mass flux distribution shape. This provides a stochastic and memory term in the subgrid- to grid-scale relation, and a deterministic component is also retained in adequate proportion, depending on the grid scale. This combined empirical–theoretical concept is then structured in a stochastic stand-alone model of a shallow cumulus ensemble, similar to the approach of Plant and Craig (2008) for deep convection, referred to as PC-2008 in the following text. A spectral representation of the cloud field with the cloud lifecycles modelled explicitly introduces the memory of individual clouds and opens the way to estimating the impact of this memory on the variability of convection. Sensitivity tests of the gradual generalisation of the convective-fluctuation theory provide a definition of a consistent and least complex model formulation.

Large eddy simulation and the cloud tracking algorithm necessary for the analysis are described in Sect. 2. Physical and statistical properties of a cloud ensemble are described here and the cloud mass flux distribution is analysed. A stand-alone stochastic model is constructed based on empirical and theoretical findings and the model formulation is derived for the different levels of system generalisation (Sect. 3). Different formulations of the stochastic model are discussed, and tested against LES results, to decide on minimal and consistent representation of all relevant features of subgrid convection and its variability (Sect. 4).

2 Shallow cumulus ensemble statistics

To develop a stochastic parameterisation for shallow cumuli that includes convective memory in its formulation, a detailed description of the cloud ensemble and the processes acting on the scale of an individual cloud is necessary. A large eddy simulation as a cloud-resolving model suffices for the detailed description of the shallow cumuli field in a large horizontal area, while the cloud tracking as a post-processing routine collects the information about every simulated cloud during its lifetime.

2.1 Large eddy simulations and cloud tracking

We use the UCLA-LES (University of California, Los Angeles – Large Eddy Simulation) model, a version from Stevens (2010), to simulate shallow convection. The dynamical core of the LES model is based on the Ogura–Phillips anelastic equations, discretised over the doubly periodic uniform Arakawa C-grid (Stevens et al., 1999, 2005). The set of anelastic equations is solved for the prognostic variables: velocity components \(u, v, w\), total water mixing ratio \(r\), liquid water potential temperature \(\theta_l\), number ratio of rainwater \(N_r\) and mass mixing ratio of rainwater \(r_r\). The time integration is solved using a third-order Runge–Kutta numerical method. A directionally split monotone upwind scheme is used for the advection of scalars, and directionally split fourth-order centered differences are used for the momentum advection. The subgrid fluxes are modelled by the Smagorinsky–Lilly scheme, and the warm-rain scheme of Seifert and Beheng (2001) is used for the cloud microphysics as described in Stevens and Seifert (2008).

In this study, the LES model is set up to simulate the GCSS (GEWEX Cloud Systems Studies) RICO shallow cumulus case, as in van Zanten et al. (2011). The RICO case is based on the Rain In Cumulus over the Ocean field study (Rauber et al., 2007). It represents the average conditions during an undisturbed period from 16 December 2004 to 8 January 2005 in the trade-wind region over the western
Atlantic. The focus of this field study was on the processes related to the rain formation in shallow cumuli and on how the rain modifies the individual cloud and the cloud ensemble statistics.

The standard RICO-GCSS case was simulated over a large domain of around 50 km × 50 km, with the horizontal grid spacing of 25 m and vertical resolution of 25 m up to 4 km in height. In such a large domain and on a high-resolution grid, a cloud field can evolve into an organised mesoscale convective system, forming clusters and line-like structures (Seifert and Heus, 2013). This transition to an organised cloud field depends mostly on precipitation rate and, for the RICO-GCSS simulation, the first organised cloud clusters develop around the twelfth hour of the simulation (Fig. 1d). In the RICO-140 case, which has a doubled cloud droplet number density, \( N_c = 140 \) cm\(^{-3} \), and is virtually non-precipitating, the cloud field remains quasi-random, but the individual clouds grow in size throughout the simulation time (Fig. 1a, c, e and g). The convective variability in an organised case is, of course, very different from the variability of a quasi-random cloud field. This is discussed in more detail later in Sect. 4.2, where we discuss RICO-GCSS and RICO-140 to quantify the effects of organisation, but for most of the analysis we focus on the simple case of the RICO-140 with a quasi-random cloud field.

The cloud tracking algorithm developed by Heus and Seifert (2013) is used as a post-processing tool for the LES simulation results. The tracking is based on the vertically integrated liquid water content, namely the liquid water path. The clouds are projected onto a two-dimensional plane and are identified as consisting of the adjacent points with the liquid water path exceeding a chosen threshold value. Cloud merging and splitting is done in two directions: forward and backward in time. Along with the projected cloud area, cloud buoyant cores, sub-cloud thermals and rain are tracked during the simulation, with the links among them retained. The choice of the two-dimensional tracking of the projected clouds came from the limitations imposed by the computational expenses and the large memory resources that are required. For more details and validation of the tracking method, see Heus and Seifert (2013).

To develop a cloud parameterisation based on the mass flux concept, the cloud mass flux has to be estimated at the cloud-base level. For the RICO case, we choose the level at 700 m, which is the first or second height level above the cloud base during most of the simulation time. Thus, it is necessary to identify the area that every cloud occupies at the 700 m level. Because the liquid water path threshold of 5 g m\(^{-2} \) is taken as a definition of a cloudy column in the cloud tracking algorithm and the clouds are projected onto a two-dimensional surface, we check what the error is introduced by the tracking regarding the domain average cloud variables at the 700 m height. We define the cloudy air at the 700 m height level as points holding the liquid water content \( q_l \) larger than 0.01 g kg\(^{-1} \), which is the same definition as in the LES model analysis. In this way, we are able to test the tracking and the cloud conditional sampling routine, comparing the outcome statistics with the original LES statistics. The relative difference in cloud fraction before and after the tracking is 1.93 %, which is a negligible difference in absolute value, and can be neglected.

### 2.2 Cloud definition and the distribution of cloud-base mass flux

Starting from the sixth hour of RICO simulation to avoid the model spin-up period, we choose several sequential time frames of 6 h duration and apply the tracking method to the cloud field. Each individual cloud in the simulated cloud field is tracked in space and time during its life and cloud properties are recorded each minute of the simulation. Clouds are taken into account only if their existence started during the selected time frame, but if their duration spanned beyond the time frame, they are tracked further on to complete their lifecycles. We study the lifetime average cloud properties, contrary to the instantaneous properties of the cloud field at a single model time step.

How should clouds be defined in a parameterisation? A definition of the cloud entity is chosen depending on the processes that will be introduced in a parameterisation. We aim for a unified scheme, which will be used to reproduce the cloud fraction, vertical transport of mass and scalars, and possibly also rain formation. Therefore, we test how the distribution of cloud mass flux depends on the choice of the cloud entity as a cloud condensate, cloud buoyant core or a cloud updraft. To identify the points that form the cloud entity on a certain height level, a conditional sampling is performed with the three different criteria (as in Siebesma and Cuijpers, 1995; de Roode et al., 2012):

1. cloud sampling over the points with liquid water content: \( q_l > 0 \) g kg\(^{-1} \);
2. buoyant core sampling, by comparing the virtual potential temperature of each cloudy point with the slab average: \( \theta_v > \bar{\theta}_v \) and \( q_l > 0 \) g kg\(^{-1} \);
3. and cloud updraft sampling over the cloudy points with positive vertical velocity: \( w > 0 \) m s\(^{-1} \) and \( q_l > 0 \) g kg\(^{-1} \).

Following the work of Cohen and Craig (2006a), the mass flux of an individual cloud at a certain height level is defined as

\[
m_i = \rho a_i \overline{w_i}, \quad i = 1, 2, \ldots, n,
\]

where \( \rho \) is the domain average density, \( a_i \) is the cloud area, \( \overline{w_i} \) is the vertical velocity averaged over the cloudy points, and \( n \) is the number of clouds (Arakawa and Schubert, 1974).

The cloud-base mass flux of each individual cloud that appeared during the time frame of 6 h (from the sixth to the
twelfth hour) is averaged over the cloud lifetime and the distribution of lifetime-averaged mass flux is calculated for all three cloud entity definitions (Fig. 2). This distribution is defined as the cloud rate distribution of cloud-base mass flux $g(m, t)dm$ which gives the number of clouds with the lifetime-average mass flux in the range $[m, m + dm]$ generated during the time interval $[t, t + dt]$. The integration of $g(m, t)$ with respect to $m$ results in the cloud generation rate, $G(t)$, which is the number density of clouds generated per unit time:

$$G(t) = \int_{0}^{\infty} g(m, t)dm. \quad (2)$$

The total number of clouds in a domain, $N(t)$, can be estimated by integrating the instantaneous distribution $n(m', t)$ with respect to $m'$:

$$N(t) = \int_{0}^{\infty} n(m', t)dm', \quad (3)$$

where $m'$ is the instantaneous cloud mass flux. By definition, $n(m', t)dm'$ gives the number of clouds that exist at the time $t$ with the instantaneous cloud mass flux in the range $[m', m' + dm']$. The instantaneous distribution describes the cloud field as it exists at a certain moment in time, while the cloud rate distribution carries the information about individual cloud lifecycles. A similar concept is introduced in astrophysics (e.g. Chabrier, 2003), where the time-dependent distribution function called the galactic stellar creation function, corresponding to our $g(m, t)$, is introduced to relate the present-day stellar mass function to the initial stellar mass function. In this paper, we are limiting our case to 6 h time frames to stay within a stationary regime. Therefore, the

Figure 1. Snapshots taken every 6 h during the simulation showing the cloud albedo: the higher cloud droplet number density RICO case (RICO-140) vs. the standard RICO case (RICO-GCSS).

Figure 2. Semi-logarithmic plot of the cloud rate probability density function of cloud-base mass flux for the different cloudy point definitions (1–3). This plot corresponds to the RICO-140 simulation time frame of 6–12 h.
dependence on time in $g(m,t)$ can be left out for notational simplicity, and in the further text we will write $g(m)$. When we are referring to the probability density function, $g(m)$ normalised by $G$, the notation $p(m)$ will be used.

The shape of $p(m)$ does not depend strongly on the choice of the cloud entity definition (Fig. 2). The main factor influencing the shape of $p(m)$ is the liquid water content criterion, which is the reason for the similar look of the three lines in Fig. 2. Including buoyancy shifts the distribution slightly towards higher density values. The reason is that only the clouds that are positively buoyant at the 700 m level are taken into account, so the total number of clouds is reduced and some of the smallest clouds are left out. For further analysis we choose to sample the cloud mass flux from a distribution of the cloud ensemble whose elements are defined using the most general cloud definition: connected points holding a cloud condensate, $q_i > 0 \, \text{g kg}^{-1}$.

### 2.3 Shallow cloud subtypes

The shallow cumulus cloud ensemble is composed of different cloud subtypes (Stull, 1985). Shallow clouds that originate from the convective updrafts overshoot into the inversion layer at the top of the mixed layer. If a cloud has enough inertia to overcome the convective inhibition and reaches the level of free convection (LFC), its growth is fuelled further up. Those are the active buoyant clouds. Clouds that never reach the LFC and remain negatively buoyant above the mixed layer are the forced clouds. Another cloud group is made of passive clouds, which are remnants of the old decaying clouds or are formed due to gravity waves.

Following the definition of an active cloud in the tracking routine as a cloud holding a buoyant core with the maximum in-cloud excess of \(\theta_v\) exceeding the threshold of 0.5 K (Heus and Seifert, 2013), we divide the cloud ensemble from the RICO-140 simulation (6–12 h time period) into two separate groups: the active-cloud group comprising the clouds with single or multiple buoyant cores, and all the other clouds in the passive-cloud group.

The two different groups of shallow cumuli form the two modes of the cloud rate distribution and the joint distribution of cloud mass flux and other cloud properties (Fig. 3). In the RICO cloud ensemble, passive clouds are large in number and can develop a smaller area at the cloud base and transport less mass compared to the active clouds. This can be identified at the cloud rate distribution of cloud-base mass flux, as the passive cloud group takes the lower range of the mass flux and higher probabilities in the distribution, and the active cloud group takes a higher mass flux range and the distribution tail (Fig. 3a). In a random shallow cumulus field, small-scale turbulent motion controls the in-cloud processes and the interaction of clouds with their environment. As a result of the quasi-random processes, the cloud fields are highly variable and the cloud properties are vastly diverse. It is obvious that clouds of equal area at the cloud base do not have
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**Figure 3.** (a) Cloud rate density distribution of cloud-base mass flux with the split into active and passive distribution modes. (b) Scatter plot of the cloud lifetime and average cloud mass flux and (c) cloud lifetime and average in-cloud vertical velocity. Active clouds are shown as red points, while the passive clouds are in blue. The non-linear least square fit of the relation $\tau_i = \alpha_i m^{\beta_i}$, $i = 1, 2$ is plotted for both cloud groups, with parameters $\alpha_i$ and $\beta_i$ corresponding to the passive (1) and active (2) cloud groups. Vertical velocity $w_1$, $i = 1, 2$ is averaged over all clouds in each group and plotted as a horizontal line.
Table 1. Contribution of the different cloud subtypes \( r(N), r(C) \) and 
\( r(M) \) to the total cloud number \( N \), cloud fraction \( C \) and vertical 
mass flux \( M \), respectively. Given results are the time averages for 
the time frame 6–12 h of the LES RICO-140 simulation.

<table>
<thead>
<tr>
<th>700 m level</th>
<th>Passive (1)</th>
<th>Active (2)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain size (km(^2)) -</td>
<td>-</td>
<td>51.2(^2)</td>
<td></td>
</tr>
<tr>
<td>( \langle N \rangle ) (no.) 1258.3</td>
<td>476.16</td>
<td>1734.45</td>
<td></td>
</tr>
<tr>
<td>( \langle C \rangle ) (%) 0.0206</td>
<td>0.0246</td>
<td>0.0452</td>
<td></td>
</tr>
<tr>
<td>( \langle M \rangle ) (kg s(^{-1})) (3.01 \times 10^6)</td>
<td>(5.82 \times 10^6)</td>
<td>(8.19 \times 10^6)</td>
<td></td>
</tr>
<tr>
<td>( r(N) ) (%) 72.55</td>
<td>27.45</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>( r(C) ) (%) 45.64</td>
<td>54.36</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>( r(M) ) (%) 36.75</td>
<td>63.25</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

a unique magnitude of the other cloud properties; they are in 
fact highly dispersed. However, the joint distribution of cloud 
mass flux and cloud lifetime shows some correlation, with 
a Spearman rank correlation coefficient of \( r_p = 0.79 \). This 
joint distribution can be well approximated with two power-
law relations \( t_i = \alpha_i m_i^\beta \) with \( i = 1, 2 \) describing a power-law 
increase in cloud lifetime with the cloud mass flux for each 
cloud group separately (Fig. 3b). Similarly, the two differ-
ent cloud groups form the two modes of the joint distribution 
of cloud mass flux and cloud vertical velocity (Fig. 3c). In 
this case the correlation coefficient is \( r_p = 0.48 \) and it is ev-
ident that the cloud-base mass flux does not scale with the 
vertical velocity. Therefore, the lifetime averaged cloud-base 
ma se flux of an individual cloud is mainly controlled by the 
horl area that it occupies at the cloud base.

During the selected 6 h time frame (6–12 h) of the RICO-
140 simulation, passive clouds form around 72 % of the total 
cloud number in the ensemble. Even though a single passive 
cloud on average contributes less to the upward transport and 
cloud fractional cover than an active cloud, their collective 
contribution cannot be neglected, because they are large in 
number and can also live long (see Fig. 3b). The contribution 
of active clouds to the vertical transport of mass and scalars 
is around 63 %, even though they form only 27 % of the total 
cloud number in the ensemble, while the contribution of ac-
tive clouds to the cloud fraction is only slightly higher than 
the contribution of the passive cloud group, around 54 % (Ta-
ble 1).

2.4 Canonical cloud ensemble distribution

According to the theory of fluctuations in an ensemble of 
weakly interacting deep convective clouds that is in statisti-
cal equilibrium with the large-scale environment (Craig and 
Cohen, 2006b), the cloud mass flux distribution follows an 
exponential law

\[
p(m) = \frac{1}{\langle m \rangle} e^{-m/\langle m \rangle},
\]

where \( m > 0 \) is the average mass flux of an individual cloud, 
and \( \langle m \rangle \) is the cloud ensemble average mass flux per cloud. 
This distribution was derived in analogy to the Gibbs canonical 
distribution of microstates of a physical system.

In the case of shallow convection, the cloud rate distribution 
of mass flux at the 700 m height level is more complica-
ted than a simple exponential function. This distribution 
is a superposition of two modes (Fig. 4a), due to the exis-
tence of different cloud subtypes forming the shallow cumulus 
ensemble (Stull, 1985): passive clouds in one mode and 
active buoyant clouds in the second mode (see Sect. 2.3). 
Forced clouds are not defined separately in the cloud tracking 
routine, but based on the buoyancy criterion, we can assign 
them to the passive cloud distribution mode. Furthermore, 
the cloud rate distribution deviates from the exponential dis-
tribution. This is observed from the semi-logarithmic plot in 
Fig. 4a, where the density distribution function does not form 
a straight line for either of the modes, and the best fit suggests 
a more general distribution function.

The cloud rate distribution of mass flux is a highly 
right-skewed distribution with a heavy tail and can be well
modelled as a two-component mixture of the generalised exponential distribution (i.e. mixed Weibull distribution, Fig. 4a):

\[ p(m) = f \frac{k}{\theta_1} \left( \frac{m}{\theta_1} \right)^{k-1} e^{-(m/\theta_1)^k} + (1 - f) \frac{k}{\theta_2} \left( \frac{m}{\theta_2} \right)^{k-1} e^{-(m/\theta_2)^k}, \]

where \( f \) is a fraction of the cloud ensemble belonging to the first passive mode and \( 1 - f \) is a fraction of the cloud ensemble belonging to the second active mode. The Weibull distribution is a special case of the generalised gamma distribution family and is frequently used in the survival analysis field of statistics to model the physical systems with components that age during the time towards their failure. The parameters \( \theta_1 > 0 \) and \( \theta_2 > 0 \) refer to the scale of the two distribution modes, and parameter \( k > 0 \) is the distribution shape.

Here we are making a parallel between the cloud mass flux distribution and a lifetime distribution to explain the deviation of the cloud rate distribution of mass flux from the exponential shape through the parameter \( k \). The parameter \( k \) introduces the effect of system memory in the cloud rate distribution of mass flux. The two main types of convective memory effects recognised in the CRM studies (Davies et al., 2013) are a memory effect due to the time evolution of a cloud field in a changing environment, and a memory effect due to the finite individual cloud lifetimes. In our case, because of the stationarity assumption, we only include the latter effect, and the distribution shape \( k \) is smaller than 1 due to the different and finite lifetimes of individual clouds. This local memory effect is accounted for through the correlation of cloud-base mass flux of individual clouds with their lifetime.

If the shape parameter lies in the interval \( 0 < k < 1 \), the Weibull distribution describes a cloud population with the failure rate decreasing with the cloud mass flux by following the failure rate function

\[ h_i(m) = \frac{k}{\theta_i} \left( \frac{m}{\theta_i} \right)^{k-1}, \quad i = 1, 2, \]

where \( h(m) \) is the failure rate defined as the frequency of failures per unit mass flux, conditioned on the average mass flux of a cloud. If a cloud has already developed higher mass flux, it is more likely that it will be able to transport an additional portion of the mass through its cloud base compared to a cloud that has developed lower mass flux. The results from LES support the theoretical failure rate function of cloud population, showing a decrease in the failure rate with the cloud-base mass flux (see Fig. 4b). In the case of a shallow cumulus population, the Weibull distribution with \( 0 < k < 1 \) provides a good fit to the empirical data, since the cloud ensemble consists of a large number of short-lived clouds in the lower range of the cloud-base mass flux, and with fewer long-lived clouds in the high mass flux range (see Fig. 3b).

A special case of the Weibull distribution, when \( k = 1 \) and the failure rates are constant, i.e. \( h(m) = 1/(m) \), is the exponential distribution. A population would have an exponential distribution if the system was memoryless and if the system constituents had equal lifetimes. When describing a realistic cloud ensemble, this distribution is likely to be bimodal, with each mode being right skewed and heavy tailed (\( 0 < k < 1 \)). This comes from a reasoning that in any cloud ensemble, it is more likely that large clouds will live longer and develop higher mass flux compared to the smaller clouds. In the cloud ensemble of the RICO case, the best fit suggests the shape parameter \( k = 0.7 \) (Fig. 4a). However, the value of parameter \( k \) might change with the changes in the large-scale environment and with the emergence of the cloud field organisation, since both of these features carry a component of convective memory. We will discuss the sensitivity of the ensemble statistics to this parameter further in Sect. 4.

An important aspect of applying the Weibull distribution to the parameterisation of clouds is its potential universality as a cloud mass flux distribution. During the transition of a cloud field from shallow to deep convection, the shape parameter might change from approximately \( k = 0.5 \) in the case of a shallow cloud field to close to \( k = 1 \), corresponding to the exponential distribution function which has been suggested for deep convective clouds. With this in mind, it might be possible to unify the parameterisation of fluctuations in shallow and deep convective cloud systems within the same scheme. Furthermore, this approach can be considered to be an empirical generalisation of the Gibbs formalism to convective cloud systems with memory.

### 2.5 Variability of the small-scale convective states

The domain of the LES RICO-140 simulation is successively divided into areas of different sizes, to mimic the different grid sizes of the stochastic model, and cloud properties are averaged or summed over these areas. In this way, we obtain the distribution of compound subgrid convective states depending on the horizontal resolution of the model.

Figure 5 shows the subgrid cloud fraction histograms for the different coarse-graining resolutions: 1.6, 3.2, 6.4, 12.8, and 25.6 km. Small-scale states in each spatial bin vary from the realisations in the surrounding bins, even though the given forcing is spatially uniform and constant in time. The smaller the averaging area, the more possible states exist and histograms become significantly broader, since the averaged values of cloud properties can take wider ranges. The variability arises from a different number of clouds in areas of the same size and from the fact that individual clouds can be stronger or weaker (Plant and Craig, 2008). The distribution of compound cloud properties changes its shape from exponential-like in the case of high-resolution grids to Gaussian-like for the coarse grids. A grid box in a model with the coarser horizontal resolution will contain a larger number of clouds and the outcomes of the sub-sampling approach the expected value of distribution (the distribution becomes narrower), which is in agreement with the law of large numbers. This kind of variability results from the small-scale
convective processes themselves and does not originate from the changes in large-scale dynamic forcing, though it can be influenced by these changes.

3 Empirical–theoretical model formulation

According to the parameterisation framework of Plant and Craig (2008), a model grid box contains a subset of a cloud ensemble, and represents one possible outcome of the response to the large-scale forcing. Therefore, around each model grid box, we choose a large area $A$ containing the “full” cloud ensemble (Fig. 6), assuming that the total mass flux in a cloud ensemble is determined by the large-scale environment. By doing so, we assume that quasi-equilibrium is valid on a large scale. For this assumption to hold, the number of clouds in an ensemble has to be very large so that area $A$ contains the full spectrum of the cloud sizes. For the purpose of this study, we set the large-scale area $A$ to the domain size of the LES RICO simulation.

The initialisation of $n$ clouds in the area $A$ is modelled as a random Poisson process and the cloud mass flux $m$ is drawn randomly for each individual cloud from the generalised ensemble distribution (Eq. 5) defined for the selected area $A$ around the grid box (see Fig. 6). After initialisation, the clouds are uniformly and randomly distributed over space. In this section we test whether the temporal Poisson distribution holds for the RICO case.

For a process to be described as a random Poisson process, events should be independent of each other and the distribution of events should follow the Poisson distribution. The Poisson distribution is often found in nature, since it results from a process subject to the law of rare events (Pinsky and Karlin, 2011). This law can be interpreted as a very low probability of occurrence of two exactly identical clouds in a given area, even though this area can contain a large number of clouds. Therefore, according to the law of rare events, the number of generated clouds in the area should approximately
follow the Poisson distribution. If we assume that the shallow cumuli are point-like events with a low probability of occurrence and that the events occur randomly but with a constant cloud production rate $G$, as in Craig and Cohen (2006b), the probability that $n$ clouds will be generated in a domain during the time interval $(t, t + \Delta t]$ is given by the Poisson distribution

$$p(n) = \frac{(G \Delta t)^n e^{-G \Delta t}}{n!}, \quad n = 0, 1, 2, \ldots$$

Consequently, we assume that the distribution of the total number of clouds in a domain also approximately follows the Poisson distribution. This approximation is necessary for the estimation of variance of the compound cloud mass flux distribution in Sect. 3.3. To test the validity of an assumption for the Poisson distribution, we show the empirical histogram of the total number of clouds in the LES RICO case domain, and a fit to the theoretical Poisson model for the 6 h period of simulation (Fig. 7b). The rate parameter for the distribution fit is estimated from empirical LES-RICO results using the method of moments. Even though the RICO case is not ideally stationary (the number of clouds has a decreasing trend, see Fig. 7a), for a limited time period of 6 h, these two distributions are similar. Figure 7c shows the quantile–quantile plot (Q–Q plot as defined in Wilks, 2006) with the points representing the pairs of quantiles of the theoretical vs. empirical distributions. The two distributions match closely, with the points lying approximately on the straight $x = y$ line.

### 3.2 Closure for the distribution parameters

The cloud rate distribution of cloud mass flux $g(m)$ relates to the instantaneous distribution $n(m')$ through the information about the cloud lifetime $\tau(m)$. So, in the ensemble average limit, we can assume that

$$\langle g(m) \rangle = \frac{\langle n(m) \rangle}{\langle \tau(m) \rangle}.$$  

Because of the stationarity, the ensemble average equals the time average in our case and will be denoted with $\langle \cdot \rangle$. Note that a similar relation is also used for the galactic stellar creation function as a product of the distribution of stars (mass function) and their formation rate (function of time) (e.g. Chabrier, 2003, Eq. 6). This relation is also implicitly used in the scheme of Plant and Craig (2008).

We approach the formulation of closure by approximating the cloud rate distribution of mass flux with a two-component mixed Weibull function

$$g(m) = \sum_{i=1}^{2} G_i \frac{k}{\lambda_i^k} m^{k-1} e^{-(m/\lambda_i)^k},$$

with scale parameters $\lambda_i$ and shape parameter $k$ related to the average mass flux per cloud as $\langle m \rangle_i = \lambda_i \Gamma(1 + \frac{1}{k})$. The cloud generating rate $G$, as the number of generated clouds per second in a given area, is the intensity parameter of the Poisson distribution, and the index $i$ refers to the two cloud subtypes (see Sect. 2.3). The ensemble average number of clouds in a domain can be derived by integrating the instantaneous distribution of cloud mass flux:

$$\langle N \rangle = \int_{0}^{\infty} \langle n(m') \rangle dm' = \int_{0}^{\infty} \langle \tau(m) \rangle \langle g(m) \rangle dm.$$
We use a power-law relation for the cloud lifetime dependence on the cloud mass flux:

\[ \tau_i = \alpha_i m^\beta_i, \quad i = 1, 2. \]  

(11)

The parameters \( \alpha_i \) and \( \beta_i \) for the two cloud subtypes are obtained from the non-linear least square fitting of the joint distribution of cloud mass flux and cloud lifetime (Fig. 3b).

After substitution of Eqs. (9) and (11) into Eq. (10) and integration, we get an expression for the ensemble mean number of clouds:

\[ \langle N \rangle = \sum_{i=1}^{2} \frac{G_i \alpha_i}{\bar{w} \rho} \lambda_i \frac{1}{1 + \frac{1}{k}} \Gamma \left( 1 + \frac{1}{k} + \frac{\beta_i}{k} \right). \]  

(12)

An expression for the ensemble mean cloud fraction \( \langle C \rangle \) can be derived using the Riemann–Stieltjes integration of the instantaneous distribution function

\[ \langle C \rangle = \int_{0}^{\infty} \langle a(m') \rangle \langle n(m') \rangle dm', \]  

(13)

where \( a(m') \) is the instantaneous cloud area just above the cloud base (700 m level). From the definition of the cloud mass flux it follows that the lifetime-averaged cloud area is \( a(m) = m/(\rho \bar{w}) \), and we assume that the density equals \( \rho = 1 \text{ kg m}^{-3} \) for notational simplicity. The average vertical velocity is also a closure parameter, and here we simplify it by using an average over all clouds, \( \bar{w} = \langle M \rangle / (\langle C \rangle A) \). By applying the relation between the instantaneous and cloud rate mass flux distribution Eq. (8), we get

\[ \langle C \rangle = \int_{0}^{\infty} \langle a(m) \rangle \langle \tau(m) \rangle \langle g(m) \rangle dm. \]  

(14)

After substitution and integration, and assuming that \( \bar{w} \) is constant among individual clouds, we find

\[ \langle C \rangle = \sum_{i=1}^{2} C_i = \sum_{i=1}^{2} G_i \frac{\alpha_i}{\bar{w} \rho} \lambda_i \left( 1 + \frac{1}{k} + \frac{\beta_i}{k} \right), \]  

(15)

and, similarly, for the total cloud mass flux,

\[ \langle M \rangle = \sum_{i=1}^{2} \frac{M_i}{C_i} = \sum_{i=1}^{2} G_i \alpha_i \lambda_i^{1+\beta_i} \left( 1 + \frac{1}{k} + \frac{\beta_i}{k} \right). \]  

(16)

When \( k = 1 \), Eqs. (12)–(16) describe a system with exponentially distributed cloud-base mass flux.

In the case of a constant cloud lifetime among all clouds in the ensemble, Eqs. (12)–(16) reduce to

\[ \langle N \rangle = \sum_{i=1}^{2} G_i \tau_i, \]  

(17)

\[ \langle C \rangle = \sum_{i=1}^{2} G_i \tau_i \lambda_i \frac{1}{k} \Gamma \left( \frac{1}{k} \right), \]  

(18)

\[ \langle M \rangle = \sum_{i=1}^{2} G_i \tau_i \lambda_i \frac{1}{k} \Gamma \left( \frac{1}{k} \right). \]  

(19)

This formulation results in a system of two equations, Eqs. (12) and (15) or Eq. (16), with three unknowns, \( G, \langle m \rangle = \lambda \Gamma(1 + \frac{1}{k}) \) and \( k \), for each cloud subtype. For the purpose of this study, we set the parameter \( k \) to 0.7 for both cloud groups, as estimated from the empirical RICO case distribution (Fig. 4a). The parameters of the power-law relation for the cloud lifetime Eq. (11), \( \alpha_i \) and \( \beta_i, i = 1, 2 \), are estimated from the empirical results from LES and are of secondary importance for the variability in our model (see Sect. 4.2). This leaves us with a closed system, if the ensemble average number of clouds \( \langle N_i \rangle \) and cloud fraction \( \langle C_i \rangle \) or cloud-base mass flux \( \langle M_i \rangle \) are known, and the stochastic model can be constrained to reproduce the correct ensemble average statistics and the small-scale variability. In this study we focus on the variability of convection when the forcing is constant and the ensemble average properties are taken as known quantities from the results of the cloud tracking.

However, in a large-scale numerical model, it is not likely that the information about the total cloud number in a domain will be available. It would also be useful if the distribution parameters were constrained by the closure formulation as dependent on the large-scale model quantities, so that the distribution shape could change with the cloud field evolution. To avoid counting the clouds and fitting the cloud number and cloud mass flux distribution empirically, a more robust quantity could be used – the average lifetime per cloud, \( \langle \tau \rangle = \langle N \rangle / G \). In a large-scale model, the constraint on \( \langle M \rangle \) or \( \langle C \rangle \) is given from the resolved scales in an existing mass-flux parameterisation, and the information necessary to divide the cloud ensemble into passive and active cloud groups is available from the separate treatment of the active and passive cloudiness (for example, see Neggere, 2009). Therefore, the closure of \( \langle m \rangle \) and \( \langle \tau \rangle \) has to be developed from empirical studies or from theory, so that we are left with the two equations and two unknowns: \( G \) and \( k \). In the PC-2008 scheme, as a first approximation, the parameters \( \langle m \rangle \) and \( \langle \tau \rangle \) are set to a constant value, though they might depend on the changes in the large-scale environment. We assume that this approximation holds for the RICO simulation, since the cloud evolution is quasi-stationary and the forcing is constant. Results from the cloud tracking of RICO clouds support this approximation (Table 2). For the three successive time frames from 6 to 24 h of simulation, the average mass flux per cloud is

around $1 \times 10^5$ kg s$^{-1}$ for the active cloud group and around $1 \times 10^4$ kg s$^{-1}$ for the passive cloud group, and the average lifetime is roughly 20 min for active clouds and 5 min for passive clouds.

### 3.3 The variance of compound distribution

The total mass flux $M$ in a model grid box can be interpreted as a random sum of the individual cloud mass fluxes of a random number of clouds $n$ (as in Craig and Cohen, 2006b):

$$M = \sum_{i=1}^{n} m_i,$$

where the cloud mass flux is constant during the cloud lifetime, so that $m' = m$. We assume that the total number of clouds in some region (or a model grid box) follows the Poisson distribution

$$p(n) = \frac{\hat{N}^n e^{-\hat{N}}}{n!}, \quad n = 0, 1, 2, \ldots$$

which can be justified with the good fit to the empirical results (Fig. 7). Here $\hat{N}$ is the average number of clouds within a model grid box. In the case of the Weibull-distributed lifetime-average cloud mass flux, the distribution at a certain instant in time is given by

$$p(m') = \frac{\tau(m')}{(\tau)} \frac{k}{\lambda^k} m'^{-1} e^{-\lambda m'},$$

where $\langle \tau \rangle$ is the average lifetime per cloud.

The probability distribution of the sum of $n$ independent identically distributed random variables $m$, conditioned on the number $n$, is the compound distribution or the distribution of the random sum

$$p(M) = \sum_{n=1}^{\infty} p(n) f^n(M),$$

where $f^n(M)$ is the $n$-fold convolution of $p(m')$. Properties of this distribution depend on the random number of clouds $n$ and are analyzed empirically for the RICO case in Sect. 2.5. In the case of exponentially distributed individual cloud mass fluxes, this distribution is defined as the compound Poisson distribution of cloud population, and can be analytically expressed (Eq. 14 in Craig and Cohen, 2006b).

By definition, the expected value of a compound distribution can be expressed as

$$E[M] = E[n] E[m]$$

and the variance as

$$\text{Var}[M] = E[n] \text{Var}[m] + (E[m])^2 \text{Var}[n]$$

(Pinsky and Karlin, 2011).

In a cloud field with variable cloud lifetime and Weibull distributed cloud mass flux, the expected value of the compound distribution is

$$E[M] = \hat{N} \frac{\alpha}{\langle \tau \rangle} \lambda^{\beta+1} \Gamma \left( \frac{\beta+k+1}{k} \right),$$

and the variance is

$$\text{Var}[M] = \hat{N} \frac{\alpha}{\langle \tau \rangle} \lambda^{\beta+2} \Gamma \left( \frac{\beta+k+2}{k} \right).$$

The variance of the compound distribution that encompasses the diversity of cloud lifetimes depends on the average number of clouds in a region $\hat{N}$, average cloud mass flux $\langle m \rangle$ functioning through $\lambda$ and $k$, the $\beta$ exponent from the lifetime relation, and the average lifetime per cloud $\langle \tau \rangle$. The average cloud lifetime is defined as

$$\langle \tau \rangle = \langle N \rangle / G = \alpha \lambda^\beta \Gamma \left( \frac{\beta+k}{k} \right).$$

Please note that in Eq. (28) $\langle N \rangle$ corresponds to the full convective ensemble in a large equilibrium area, while $\hat{N}$ introduced in this section corresponds to the model grid box of an arbitrary size.

To test the scale adaptivity of the compound distribution variance, we derive the relation to describe how the normalized variance of total mass flux changes with the average number of clouds:

$$\frac{\text{Var}[M]}{(E[M])^2} = \frac{\Gamma \left( \frac{\beta+k+1}{k} \right)}{\Gamma^2 \left( \frac{\beta+k+2}{k} \right)} \frac{1}{\hat{N}}.$$

When $k = 1$, this reduces to the expression valid for the exponential function case with the cloud lifetimes defined as Eq. (11) for a single exponential mode:

$$\frac{\text{Var}[M]}{(E[M])^2} = \frac{(\beta+2)}{(\beta+1)} \frac{1}{\hat{N}},$$

and furthermore, if it is assumed that the lifetimes of all clouds are equal, this reduces to

$$\frac{\text{Var}[M]}{(E[M])^2} = \frac{2}{\hat{N}},$$

as in Craig and Cohen (2006b) (their Eq. 18).
3.4 Cloud lifecycle

In the case of shallow convection, large variability in the cloud size and cloud lifetime can be found. Individual shallow clouds can have a lifetime ranging from a couple of minutes to several hours. Therefore, in contrast to the PC-2008 where the cloud lifetime is constant among different clouds, we introduce the varying cloud lifetime depending on the cloud mass flux and we model the cloud lifecycles explicitly.

On the convection-permitting scales of resolved motion, the subgrid shallow convection is in a non-equilibrium regime; i.e. there is no timescale separation between the subgrid and resolved processes. To adjust to the changes in forcing, convection requires a finite time that can span longer than the model time step. This timescale is referred to as the convective adjustment or the closure timescale in the literature. Using cloud-resolving simulations of deep convection, Davies et al. (2013) identified another memory timescale that is not carried by the large-scale mean thermodynamic fields, but by the structures on the near-cloud scale. These structures are the result of individual clouds modifying their environment throughout their lifecycles. This type of convective memory expresses itself through the effects of past convection modifying the convection at the present time. A first step to introducing the aspects of these two timescales of convective memory into the parameterisation is to represent the cloud lifecycles explicitly.

The cloud lifetime of individual clouds $\tau(m)$ can be evaluated empirically from LES (Fig. 3b) by approximating the joint distribution of cloud mass flux and cloud lifetime with a simple power-law relation Eq. (11). This distribution is highly dispersed and the power-law fit is biased by the smallest clouds that are large in number. The implications of this crude simplification of a highly dispersed joint distribution are not significant, and will be explained further in Sect. 4.

Having the average mass flux of each cloud in a model grid box, an idealised cloud lifecycle can be assigned to each cloud following a simple lifecycle function

$$m' = \frac{3}{2} \left( \frac{t}{\tau} \right)^3$$  \hspace{1cm} (32)

(similar to Herbert and Etling, 2011, where a sine function was used for the temporal development of deep convective shower cells). The cloud mass flux of each cloud at each time step $m'$ is normalised by the lifetime average cloud mass flux $m$ and changes according to Eq. (32) as a function of the normalised cloud time $t/\tau$. The empirical cloud lifecycles from LES and cloud tracking results are more complicated than the idealised cloud lifecycle function (Fig. 8). Smaller, short-lived clouds follow the idealised cloud lifecycle function more closely (Fig. 8a), compared to the longer-lived clouds (Fig. 8b). The discrepancy from Eq. (32) is especially pronounced if the cloud is a long-lived multi-pulse entity (Fig. 8c). Please note that in the previous section, derivation of the total mass flux variance (Eq. 29) did not incorporate the cloud lifecycle function (Eq. 32), and only the variability in the cloud lifetimes in a convective ensemble was taken into account.

4 Tests with different levels of model complexity

The goal of every parameterisation is to represent the subgrid processes using a simple concept and as few parameters as possible, but on the other hand not to degrade the quality and level of produced information. The consistency of the parameterisation assumptions can provide a valuable guidance to choose a certain set of assumptions over another. In the following, we compare different formulations of the stochastic model, to test what the level of complexity necessary to model the shallow convective cloud ensemble is, and discuss possible inconsistencies, especially in simplified models. The stochastic model should reproduce the ensemble.
average quantities and the variability of subgrid convective states.

The stochastic model is run as an ensemble with 50 members on the horizontal domain of 51.2 km × 51.2 km. The ensemble model runs are performed multiple times with the different model formulation and each of these runs is repeated five times using the different horizontal grid resolutions of the stochastic model: 1.6, 3.2, 6.4, 12.8, and 25.6 km. The empirical coarse-grained LES quantities (Sect. 2.5) are used for the validation of results from the stochastic model ensemble runs. To stay within the quasi-stationary regime of the RICO case, we limit the time frame to 6 h, focusing on the time period from the sixth to the twelfth hour of the simulation.

Distribution parameters are estimated as a function of the large-scale quantities: ensemble average cloud cover \( \langle C_i \rangle \), total mass flux \( \langle M_i \rangle \) and total number of clouds in a domain \( \langle N_i \rangle \), which are taken from the LES tracking results (Table 1). The distribution parameters, \( \lambda_i \), \( i = 1, 2 \) for the cloud rate mass flux distribution and \( G_i \), \( i = 1, 2 \) for the Poisson cloud number distribution, are calculated using Eqs. (12)–(16), and their values are given in Table 3. Estimation of the parameters in this way ensures that the model reproduces the correct ensemble average quantities.

The fraction of the active cloud mode is calculated as \( f_2 = G_2/(G_1 + G_2) \) and the fraction of the passive cloud mode as \( f_1 = 1 - f_2 \) (Table 3). The cloud-base mass flux is sampled from an exponential function for deep convection in PC-2008, with the constant cloud lifetime \( \tau = \alpha m^\beta \), Fig. 9). The reason for this improvement could be the generalisation of the cloud rate distribution, the introduction of the second distribution mode, the introduction of the cloud lifecycles, or a combination of all three. We examine all three reasons in the rest of the paper.

As a tool for quantitative comparison between the frequency distribution resulting from different runs of the stochastic model and the reference distribution obtained from the LES coarse graining, we use the Hellinger distance as a measure of distribution similarity. The Hellinger distance \( H \) between the two discrete probability distributions \( P \) and \( Q \) is defined as

\[
H(P, Q) = \frac{1}{\sqrt{2}} \sqrt{\sum_{i=1}^{k} (\sqrt{p_i} - \sqrt{q_i})^2},
\]

In this section, we compare the performance of the stochastic model depending on the choice for the cloud rate distribution, starting from a single-parameter single-mode exponential function and then gradually increasing the distribution complexity by adding a second mode and one more parameter – the distribution shape.

Compared to the LES domain average statistics, the cloud ensemble average properties are reproduced well using the different formulations of the stochastic model, with the relative error below 0.6% (Table 4 showing the mixed Weibull case). Low errors in the ensemble average quantities prove that the model equations and the numerical methods are consistent with the theoretical model formulation.

From the snapshots taken over six hours of simulation (6–12 h), the frequency distributions of the compound cloud mass flux at the 700 m height level are constructed for the different horizontal resolutions of the stochastic model and compared with the coarse-grained LES results (Fig. 9). It can be concluded, already by visual inspection, that the LES and the stochastic model frequency distributions are highly similar. Limited sampling of the cloud ensemble produces a correct frequency distribution of the subgrid convective states for the different choices of the model grid size. This signifies that the stochastic model is scale-adaptive and that the variability of small-scale convective states depends on the model grid resolution. There is a lack of variability when the cloud mass flux is sampled from an exponential function with constant cloud lifetime (exp. \( \tau = 20 \) min, Fig. 9). This model set-up would correspond to the prescribed exponential function for deep convection in PC-2008, with the constant cloud lifetime \( \tau = 45 \) min. Thus, in a shallow convective case, a more complicated distribution function that encompasses the effect of cloud lifecycles should be used. This statement is supported by the improvement in performance of the stochastic model in the case of a mixed Weibull distribution including the explicit cloud lifecycles (mix wei. \( \tau = \alpha m^\beta \), Fig. 9). The reason for this improvement could be the generalisation of the cloud rate distribution, the introduction of the second distribution mode, the introduction of the cloud lifecycles, or a combination of all three. We examine all three reasons in the rest of the paper.

Table 3. Parameters for the model formulation with the two-component mixed Weibull distribution.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain size</td>
<td>51.2²</td>
<td>km²</td>
</tr>
<tr>
<td>⁷</td>
<td>0.7</td>
<td>–</td>
</tr>
<tr>
<td>( \lambda_1 )</td>
<td>7269.08</td>
<td>kg s⁻¹</td>
</tr>
<tr>
<td>( \lambda_2 )</td>
<td>29 868.46</td>
<td>kg s⁻¹</td>
</tr>
<tr>
<td>( f_1 )</td>
<td>0.81</td>
<td>–</td>
</tr>
<tr>
<td>( f_2 )</td>
<td>0.19</td>
<td>–</td>
</tr>
<tr>
<td>( G )</td>
<td>4.55</td>
<td># s⁻¹</td>
</tr>
<tr>
<td>( G_1 )</td>
<td>3.69</td>
<td># s⁻¹</td>
</tr>
<tr>
<td>( G_2 )</td>
<td>0.86</td>
<td># s⁻¹</td>
</tr>
<tr>
<td>( \alpha_1 )</td>
<td>0.02</td>
<td>kg⁻¹</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>1.04</td>
<td>–</td>
</tr>
<tr>
<td>( \alpha_2 )</td>
<td>0.33</td>
<td>kg⁻¹</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>0.72</td>
<td>–</td>
</tr>
<tr>
<td>( \bar{w} )</td>
<td>0.69</td>
<td>m s⁻¹</td>
</tr>
</tbody>
</table>
Table 4. Ensemble average cloud properties resulting from the stochastic model ensemble runs with the different horizontal resolutions.

<table>
<thead>
<tr>
<th>Resolution (km)</th>
<th>( \langle N \rangle ) (no.)</th>
<th>Error (%)</th>
<th>( \langle C \rangle ) (-)</th>
<th>Error (%)</th>
<th>( \langle M \rangle ) (kg s(^{-1}))</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.6</td>
<td>1724.95</td>
<td>0.55</td>
<td>0.04515</td>
<td>0.15</td>
<td>81810 364</td>
<td>0.15</td>
</tr>
<tr>
<td>3.2</td>
<td>1725.10</td>
<td>0.54</td>
<td>0.04517</td>
<td>0.11</td>
<td>81847 963</td>
<td>0.11</td>
</tr>
<tr>
<td>6.4</td>
<td>1725.81</td>
<td>0.50</td>
<td>0.04511</td>
<td>0.25</td>
<td>81730 366</td>
<td>0.25</td>
</tr>
<tr>
<td>12.8</td>
<td>1726.21</td>
<td>0.47</td>
<td>0.04510</td>
<td>0.27</td>
<td>81716 417</td>
<td>0.27</td>
</tr>
<tr>
<td>25.6</td>
<td>1724.41</td>
<td>0.58</td>
<td>0.04511</td>
<td>0.25</td>
<td>81730 047</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Figure 9. Histograms of the compound cloud mass flux at the 700 m height level normalised by the grid box area of the different horizontal resolution: coarse-grained LES tracking results vs. stochastic model results. Plots show the two stochastic model cases: a two-component mixed Weibull case with explicit cloud lifecycles \((k = 0.7\); coloured lines\) and a single-mode exponential case without cloud lifecycles \((k = 1\); coloured dots\). Colours also correspond to Fig. 5. Hellinger distance \(H\) stands for the mixed Weibull case.

where \(p_i\) and \(q_i\) are the corresponding probability measures.

A useful property of the Hellinger distance is its skew independence, which enables us to compare the scores between the distribution pairs of different skewness resulting from the different choice of horizontal grid resolution (Fig. 9).

The Hellinger distance \(H\) confirms a high level of similarity between the distributions of different resolution pairs, with the \(H\) values in a very low range, from 0.018 to 0.12 (Fig. 9a–e). Comparison of the results from the stochastic model set-up using a single exponential function vs. a mixed exponential or a mixed Weibull function via Hellinger distance shows the importance of modelling the two distribution modes for each cloud group separately (Fig. 10). For the distribution similarity, the introduction of the second mode in the cloud rate distribution (mix exp. vs. exp., Fig. 10) has a larger impact than the explicit modelling of the cloud lifecycles (exp. \(\tau = a m^b\) vs. exp. \(\tau = 20\) min, Fig. 10). The difference in performance of a mixed exponential case vs. a mixed Weibull case (i.e. \(k = 1\) vs. \(k = 0.7\)) is not so evident from the point of view of frequency distribution match, but it becomes distinct for evaluation of the variability measure (see Sect. 4.2).
4.2 Quantifying the variability

According to the theory of fluctuations in a convective ensemble (Sect. 3.3), the normalised variance of the compound distribution scales inversely with the cloud number following Eqs. (29)–(31). With the increasing complexity of the cloud rate distribution, from a single mode exponential to a mixed Weibull distribution, the variance of subgrid convective states becomes more accurately represented (Fig. 11a), taking the LES coarse-grained variance scaling (RICO_140 6–12 h) as a reference case.

The magnitude of normalised variance is controlled by the number of clouds in the subgrid regions. The smaller the grid box, the smaller the number of clouds it can contain, and the variance gets higher. Here, the cloud lifecycles play a role as well, since the cloud number will be influenced by the individual cloud lifetimes (see Sect. 4.3). The effect of introducing a second distribution mode (exp. to mix exp.) on the variance scaling is approximately equal to the effect of a generalisation of the cloud rate distribution from exponential to Weibull (mix exp. to mix wei., Fig. 11a). The latter points to the fact that the shape parameter \( k \) has a significant impact on the variance (Fig. 11b and Eq. 29), since the change from a mixed exponential to a mixed Weibull distribution happens through the change in \( k \) from 1 to 0.7. The effect of excluding the explicit cloud lifecycles from the model formulation using a single exponential distribution mode (exp. \( \tau = 20 \) min, Fig. 11a) is a minor and negligible improvement, but it still reveals a more correct formulation of the model.

The parameter \( k \) controls the range of the cloud mass flux that can be sampled from the probability density function in the model. Setting the value of the shape parameter to \( 0.6 \leq k \leq 0.7 \), the stochastic model generates a cloud ensemble with a large number of short-lived small clouds and fewer large clouds, which fits the cloud ensemble of the RICO case (Fig. 11b). When increased to \( k = 1 \) (mix exp. Fig. 11b), this parameter describes a cloud ensemble of equal lifetimes not depending on the cloud size. Constrained by the model formulation, the exponential probability distribution function, from which the cloud mass fluxes are sampled, does not span across a large enough range of the cloud mass flux values to match the results from the LES. With the decrease in \( k \), the sensitivity of the variance scaling becomes higher, which means that in a cloud ensemble with more diversity in the cloud lifecycles, the shape of the distribution changes faster with the further increase in diversity.

The sensitivity of the stochastic model is also tested with regard to the exponent of the cloud lifetime relation, \( \beta \). A relatively large range for \( \beta_i, i = 1, 2 \) is explored (Fig. 11c), and Eq. (29) is used as a theoretical model for this test. The variability of convection does not depend highly on the exponent \( \beta \) of the cloud lifetime relation Eq. (11), as long as the lifetime increases with the cloud mass flux following a power law within the dispersion range of Fig. 3b.

The stochastic model was constructed using the assumption of a random cloud field with non-interacting cloud elements (clouds could interact only through the large-scale flow). From the results presented in Figs. 9 and 11, we conclude that this assumption is valid for a quasi-random cloud field (Fig. 1a–c, e, and g) before the emergence of cloud clusters or arcs. With the ageing of the cloud field, the variability does not change unless the cloud field starts to show a pronounced spatial organisation. Therefore, we test the effects of organisation on the variability of small-scale convective states (Fig. 11d). The variance produced by clustering of the clouds in the time frame from 12 to 18 h (Fig. 1d, f) and organisation into the mesoscale structures during the time frame from 18 to 24 h (Fig. 1f, h) have approximately the same magnitudes as the effects of the convective intensity in the domain in terms of the range of cloud mass flux of individual clouds in a domain. The emerging organisation of clouds will cause a decrease in the shape parameter of the mass flux distribution, though this decrease will be small and visible as a change in a distribution tail (not shown here). This indicates that the effects of organisation are important for the convective variability, but they are clearly not introduced solely through the mass flux distribution and the individual cloud lifecycles. We speculate here that the additional source of memory and spatial correlations related to the mesoscale organisation are a mechanism responsible for the increase in variance. Convective organisation and the correct convective variability are not represented in commonly used deterministic convective parameterisations in numerical weather and climate models. Stochastic approaches are a promising tool for addressing this problem; a good example of a mechanism for parameterisation of convective organisation is the cellular automaton (e.g. Palmer, 2001; Bengtsson et al., 2013). How a stochastic model, assuming a locally random cloud field, will be able to model convective or-
4.3 Different choices for the cloud lifecycles

In this section, we test how the explicit representation of the cloud lifecycle influences the resulting frequency distribution and scale adaptivity of the stochastic model. The focus is on the definition of cloud lifetime in the stochastic model, which can be set to a constant value as in the scheme of Plant and Craig (2008) or can be set as a variable, depending on the cloud-base mass flux. Even though the lifetime of a cloud is not a deterministic function of the cloud-base mass flux, it can be approximated with a power-law function relating it to the cloud mass flux (Fig. 3b). In the case of a constant cloud lifetime, the cloud lifecycles are not modelled explicitly, and the lifetime average cloud-base mass flux is used instead of the simplified lifecycle function (Eq. 32).

The stochastic model is run using the different model configurations:

1. mixed Weibull, $\tau = 10$ min, no lifecycles;
2. mixed Weibull, $\tau = 20$ min, no lifecycles;
3. mixed Weibull, $\tau = 30$ min, no lifecycles;
4. mixed exponential, $\tau = 20$ min, no lifecycles;
5. and mixed Weibull, $\tau_i = \alpha_i m^{\beta_i}$, $i = 1, 2$, with lifecycles.

The best match of the frequency distribution across the high-resolution scale of the model is achieved in case (5), where the cloud lifetime depends on the magnitude of the cloud-base mass flux, with the two cloud groups treated separately, and with an explicit lifecycle (Fig. 12a). The Hellinger distance degrades for the coarser grid resolution, where the mixed exponential case with a constant cloud lifetime (4) performs better. Cases (1)–(3) evidently all perform worse than (4)–(5), with the further degradation of the scale adaptivity.

The reason for the degradation of the distance measure in case (5) comes from the larger error in the ensemble average (Table 4) for the coarser model grid resolution compared to the fine resolution. However, this error is less than 0.3%, which is negligible, and therefore the increase in the Hellinger distance is not significant. In case (4) there is no such degradation with coarsening of the resolution, except
for the scales larger than 20 km. In case (4) the error in the ensemble mean is between 0.42 and 0.74 %, which is larger than the error in case (5), but is not increasing with the coarsening of the resolution. However, due to the compensation of the error in the ensemble mean with the error of undersampling of the mass flux distribution function and the error introduced by excluding the cloud lifecycles, the Hellinger distance in case (4) is lower than in case (5) for the coarse grid resolutions.

As a result of equal lifetimes in a cloud population (cases 1–3), convective compound variance is overestimated by the same amount for the different choices of the cloud lifetime (Fig. 12b). This independence from the specific value of the constant lifetime (from 10 to 30 min) means that, on the grid-scale level, the system has no memory and the effects of the individual clouds average out. The same would apply for case (4) if we test for a different constant $\tau$, with the difference that the underestimation of the variance in this case comes from the distribution shape choice ($k = 1$ vs. $k = 0.7$).

In case (5), the effects of convective memory will be carried on by the clouds that are small in number but that live longer. On the other hand, a large number of small short-lived clouds will have less effect on the future state of convection, which depicts a more realistic situation.

The question of consistency in the model formulation enters here. The error compensation in case (4) can be justified by the consistency in combining the different effects in the model formulation, which is more important than the accuracy and complexity in the representation of the separate processes. There are two options for the model formulation, consistent with our understanding of the cloud ensemble statistics:

1. a memoryless system, bearing in mind the stationarity of our case, which should be described using a mixed exponential distribution and a constant lifetime among clouds (similar to PC-2008), and
2. a system with memory, with diverse cloud lifecycles modelled explicitly and with the corresponding Weibull distribution for the cloud-base mass flux.

This raises the question of the importance of the system memory, introduced by the diversity of cloud lifecycles, for the parameterisation of convection. From the results shown in Fig. 12b we conclude that the convective memory, and hence the model set-up (2), is necessary to reproduce the convective variability accurately, with a higher importance of the system memory for the more diverse cloud field (smaller $k$) and for the higher model resolution.

In the reference case of the stochastic model test runs, which corresponds to model set-up (2), the cloud vertical velocity is set to a constant value applied to all clouds, and the cloud lifetime is sampled from a deterministic power-law relation to the cloud-base mass flux. This is in disagreement with the empirical results from LES, which show a highly scattered joint distribution for both quantities (Fig. 3). Is a deterministic relation between the mass flux and other cloud properties a valid approximation? The variance of compound Poisson distribution depends on the number of convective elements in a model grid box, and scales as $\text{Var} [M]/\langle E[M] \rangle ^2 = 2/\langle N \rangle$ (Craig and Cohen, 2006b). With the introduction of the cloud-base mass-flux-dependent cloud lifetime Eq. (30), this relation incorporates a weak dependence of variance on the cloud lifetime relation through the exponent $\beta$, while in the case of the more general Weibull distribution Eq. (29), also on parameter $k$. Having in mind such weak dependence of variance on the cloud lifetime relation (Fig. 11c), it is not likely that the variability could be enhanced by the conditional random sampling of the joint probability distribution of the cloud-base mass flux and cloud lifetime. Therefore, there is no need for the further sophistication of the stochastic model; i.e. a deterministic relation between the cloud mass flux and other cloud properties is sufficient.
5 Summary and conclusions

Subgrid-scale convective processes can be related to the mean large-scale field through a parameterisation that comprises a deterministic component, a stochastic component and the convective memory carried by the finite lifecycles of clouds. These three components change in their contribution to the overall subgrid effects, depending on the resolution of the model. Thus, a cloud parameterisation should be developed in such a way as to adapt to the different resolutions of model grid and model time step.

We have studied the fluctuations in a shallow convective ensemble of the Rain in Cumulus over the Ocean (RICO) case, which is a precipitating shallow convective case in the trade-wind region. Shallow cumulus ensemble statistics are analysed using LES, and cloud tracking is applied to study the cloud lifecycles. The theory of fluctuations in an equilibrium convective ensemble of Craig and Cohen (2006b) is extended and applied to shallow convection, combining it with the empirical findings. As a first step towards a stochastic shallow convective parameterisation, the stochastic standalone model has been developed. The model is based on an approach similar to the PC-2008 stochastic scheme, in which the subgrid convective state is represented as a sub-sample of the full convective ensemble.

The diversity of shallow cloud lifecycles causes the deviation of the cloud-base mass flux distribution from the exponential memoryless distribution. Therefore, we introduce the dependence of the cloud mass flux on the cloud lifetime by generalising the cloud mass flux distribution to a Weibull probability density function. In this way, the variability of cloud lifecycles is introduced in the stochastic representation of shallow convection. We also account for the different shallow cloud subtypes by defining two modes of the cloud-base mass flux distribution.

The convective ensemble average statistics and convective variability are constrained by the model closure by setting implicitly the value of two parameters, the average mass flux per cloud \( m \) and the average ensemble cloud lifetime \( \tau \). The model formulation is such that, depending on how these two parameters might change due to the forcing, the underlying distribution and its relation to the cloud lifecycles would dynamically adapt to these changes.

Clouds are initiated in a model grid box assuming that their number follows the Poisson distribution and the cloud-base mass flux is drawn randomly for each cloud from the mixed Weibull probability density function. The model is forced with the domain ensemble average cloud properties from LES and the probability density function parameters are fitted theoretically using a formulation for the system closure. Limited sampling of clouds in a model grid box results in the compound Poisson distribution of small-scale convective states, which possesses an inherent property of scale adaptivity. In this way the model is constrained to give the correct ensemble average values, and the variability of subgrid convective states is reproduced in a physically based manner.

As a measure of convective variability, the variance of the subgrid compound distribution is dependent on the number of clouds in a grid box and the range of their cloud-base properties. We show that the correct variability can be reproduced by the model by accounting for the system memory through the cloud-base mass flux distribution and by modelling the cloud lifecycles explicitly. The resulting histograms of subgrid convective states are simulated with a high level of agreement with LES across the different scales. Even though the individual cloud properties are highly dispersed, the compound distribution of subgrid convective states is robust and insensitive to the randomness of local cloud properties. This implies that the simplicity of the stochastic model can be retained and that the assumption about deterministic relations between the cloud mass flux and other cloud properties is valid.

This study provides a generalisation of the convective ensemble theory of Craig and Cohen (2006b), using a formulation that attempts to unify the stochastic parameterisation of shallow and deep convective clouds depending on two parameters: \( \langle \tau \rangle \) and \( \langle m \rangle \). These parameters are related to the large-scale information that is controlled by the convective regime, and are possibly also dependent on the changes in the large-scale forcing. Therefore, it is necessary to develop a closure for these two parameters, based on the large-scale processes controlling the atmospheric boundary layer and transition to deep convection. In this paper, we establish the applicability of the convective fluctuation theory to shallow convection, generalising it by the introduction of system memory.

In future work, the stochastic model will be developed further by coupling it to an existing mass flux-based shallow convective parameterisation in a numerical model.
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