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Describing the dynamic textures has attracted growing attention in the field of computer vision and pattern recognition. In this
paper, a novel approach for recognizing dynamic textures, namely, high order volumetric directional pattern (HOVDP), is proposed.
I is an extension of the volumelric directional pattern {VDP) which extracts and fuses the temporal information {dynamic
features) from three consecutive frames. [TOVDI combines the movement and appearance lealures logether considering the #
order volumetric directional variation patierns of all neighboring pixels rom three consecutive frames. In experiments with two
challenging video face databases, YouTube Celebrities and Honda/UCSD, HOVDP clearly ootperformed a set of state-of-the-art

approaches.

1. Intreduction

The texture of objects in digital images can be generally
calegorized inle two main Lypes, slalic lexture and dynamic
Lexture, which is an extension of lexlure in he temporal
domain. Local feature detection and description have gained
much attention in recent years since photometric descriptors
compuled for regions of inlerest have proven Lo be very
successful in many computer vision applications. In the
context of texture (feature) analysis methods, there are two
common Lypes of techniques: (1) the struclural appreaches,
where the image texture is considered as a repetition of some
primitives with a specific rule of placement, and (2} the
statistical methoeds. The stochaslic properties of the spatial
distribution of gray levels in an image are characterized by
the gray tone cooccurrence matrix. A sct of textural features
derived from the cooccurrence malrix is widely used Lo
extracl lextural information rom digital images [1].

lace recognition (UR) is one of the most suitable
technologies that has been spread in several applications
such as biomeltric systems, access control and information
security systems, surveillance systems, content-based video
retrieval systems, credit-card verification systems, and more

generally image understanding. FR is a biomelric approach
that cmploys automated methods to verify or recognize
the identity of a living person based on their physiclogical
characleristics. The key of each face recognition system is
the feature extractors, which should be distinct and stable
under dilferent conditions. FR system can generally be
categorized inlo one of the (wo main scenarios based on he
characteristics of the images to be matched, such as still-
image-based (still-to-still} FR [2-1] or video-based (video-
lo-video) FR. Also it could be a video-to-still-image-based
face recognition system [5].

Dyynamic texture (1¥1) or temporal texture is a texture
with motion that includes the class of video sequences,
which offers some stationary properties in time. Recently
rescarchers start to investigate the domain of video, where the
problem of lace recognition becomes more challenging due
to pose variations, different facial expressions, illumination
changes, occlusions, and so on. However, D1 provides many
samples of the same person, thus providing the eppoertunity
to convert many weak examples into a strong prediction of
the identity. Zhao and Pictikainen introduced an extended
version of LBP named volume local binary patlerns (VL.BP)
for video-based [acial expression recognition [6]. They claim
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that the features extracted in a small local neighborhood of
the volume can be boosted by combining the motion and
appearance. These (ealures are insensitive (o (ranslation and
rotation. However, there are some illumination limitations
since this method deals with the small local neighborhood
ol a pixel as well as ulilizing (he image inlensily directly.
While there are other methods for still and video-based face
recognition procedure that do not rely on the image features,
they depend on the sparse representation based calegoriza-
tion strategy, which considers the local sparsity identification
from sparse coding coefficients |7, 8]. Zheng et al. |9] recently
introduced a (ull system for unconstrained video-based f(ace
recognition, which is composed of face/fiducial detection,
face association, and face recognition.

Nowadays, manifold features (lincar subspaces), if the
{eatures lie in Euclidean spaces, have proven a powerlul repre-
sentation for video-based face recognition. Huang et al. [10]
recently introduced a new method called projection metric
learning on Grassmann manifold (PMTL), which is combined
with Grassmannian graph-cmbedding discriminant analysis
(GGDA) [11]. ln this technique, cach video sequence can
be (realed as a sel of [ace images wilhoul considering (he
temporal information. 1t serves as both a metric learning
and a dimensionality reduction method for the Grassmann
manilold to map the manilold o areproducing kernel TTilber(
space (RKIIS). Although kernel-based methods have been
successfully used in many computer vision applications, poor
choice of kernels can often result in degraded classilication
performance [12], especially when the dala lies in non-
Luclidean spaces. Paivarinta ¢t al. [13] introduced a blur-
insensitive descriptor for dynamic lextures, named volume
local phase quantization (VIL.P(Q). Ttis based on binary encod-
ing of the phase information of the local Pourier transform.
In this technique, each video sequence is processed Lo provide
one feature veclor.

In this paper, we introduce a new video-based facial
feature extractor, named high order volumetric directional
pattern (TTOVDP). TTOVDP is a histogram bin-based code
assigned Lo each pixel of an inpul (rame, which can be
calculated by fusing twenty-four cdge responses from three
conseculive frames. These gradienl values are detlecled using
Kirsch masks in eight dilferent directions. 1f there is any
change (dynamic changes) in any relative gradient response
from the correspending frames at any direction, it would be
detected and added to the features vector. Unlike the conven-
tional VDP operator that encodes the volumetric directional
information in the small 3 x 3 lecal neighborheod of a
th

pixel of each three conseculive frames, TTOVDP extracts #
order volumetricinformation by encoding various dislinclive
spatial relationships from cach neighborhood layer of a pixel
in the pyramidal mullistructure way and then concalenaling
the [eature veclor of each neighborhood layer Lo ferm the final
HOVDP-feature vector.

lhe remainder of the paper is organized as follows.
Section 2 introduces the observation model and related work.
The proposed TTOVDP algorithm is presented in Section 3.
Lixperimental results and analysis are presented in Section 4.
Finally, we ofler conclusions in Section 5.
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2. Related Work

In this section, we present the observation of capluring
any small changes of the face textures and merging the
movenent and appearance features together, ‘Lherefore, we
deeply explain the essentials of the proposed lechnique which
is our previous work, named volumetric directional pattern
(VDP) |14, 15]. 'lhe main goal of the VP is extracting
and fusing the (emporal information {dynamic flealures)
from three consecutive [rames which are distinet under
multiple poses and facial cxpressions variations. Given a
video as inpul and a gallery of videos, we perform face
recognilion process throughoul the whole video clip. Firstly,
we detect faces using Viola-Joness face detector [16]. 'Lhen
for each [rame we extract and combine the dynamic (ea-
tures of its two neighborhood (rames. Then a histogram
is built for cach frame. 'lhese histograms are concatenated
(o form the final VDP-{eature vectlor, similar (o the gallery
videos.

2.1. Volumelric Directional Pottern. Volumelric directional
pattern (VIIP) is a gray-scale pattern that characterizes and
fuses the lemporal structure {dynamic information) of three
conseculive (rames [14, 15]. VDP has been developed o
merge the movement and appearance features together. Lt
is a (wenly-four-bil binary code assigned (o each pixel of
an inpul (rame, which can be calculated by comparing the
relative edge response value of a particular pixel from three
consccutive frames in different directions by using Kirsch
masks in eight different orientations centered on its own
position for one frame and the corresponding positions of the
other two frames. Kirsch mask is a first derivate filter which
is used Lo delect edges in all eight directions of a compass
considering all eight neighbors [17]. Specifically, it takes a
single mask, denoted as M (x,y) for i = 0,1,...,7, and
rolates il in 415" increments (hrough all 8 compass directions
as follows:

-3 -3 5 -3 5 5§
-3 0 5 -3 0 5
-3 -3 5 -3 -3 -3
Last (M,)}  North Last{M,)
5 5 5 5 5 -3
-3 0 -3 5 0 -3
-3 -3 -3 -3 -3 -3
North (M,)  North West {M,)
"5 -3 =37 -3 -3 -3 M
5 0 -3 5 0 -3
5 -3 -3 5 5 -3
Wesl (M)}  South West{M:)
-3 -3 -3 -3 -3 -3
-3 0 -3 -3 0 5
5 5 5 -3 5 5
South (Mg)  South East (M,)
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Three adjacent frames in video
Next Frame // Previous Frame
\_{ o | |
B0 /g/ Center Frame
(Frame of Interest)
v v
31 1 ny G 10,1 Co,1 P91 Pig,1 P17,
%] 1,1 C12,1 X Cg,1 P01 Pis,1
151 h31 | 71 S Cla,1 15,1 P P2 P2
Twenty Four Edge Responses
b3,1 b2,1 bl,l bll,l blO,l b9,1 b3,1 b3,1 b3,1
b4,1 bO,l b12,1 X b8,1 b3,1 b3,1
b5,1 bé,l b7,1 b13,1 b14,1 b15,1 b3,1 b3,1 b3,1
VDP Binary Bit Positions
%ﬂ; Vi‘lJl Ji .‘L
Histogram of each frame
T -.L
Final VDP histogram
Frure 1: The twenty-four edge responses with their VDP binary bit positions and the final VDP-feature vector.
Given a central pixel in the middle (cenler) frame of y .
ven 2 central pixel n the middle {center) frame of ¢ = Ydot (I, M,), 3
three consecutive frames, the cight different directional edge - e
response values ¢; for i = 8,9,...,15 are used lo creale
an eight bil binary number which can describe the edge  and
response pattern of cach pixel in the center frame (frame .
ol lnleresl?. J\/'Ieanwhllel_ the el.ghl dlﬂert?nl ‘edge response ¥ = Zdot (1, M,) (4)
values p; for i = 16,17,...,23 and n; for £ = O, 1,....7 =

are used to create an cight-bit binary number cach, which
can describe the edge response pattern of cach pixel in
the previcus frame and next [rame, respectively. Figure 1
shows the twenty-four edge responses and their correspond-
ing bit binary positions, as well as the fusing strategy of
this 24-bit code. The twenty-four diflerent directicnal edge
response values for cach pixel location can be computed
by

7
p=Ydot(I,M,), (2)
0

where dot(-) represents the dot product operation, M, is the
mask, and I, I, and T, are the 3 x 3 neighbors of each pixel
of previous, cenler, and nexl [rames, respectively. p, ¢, and n
arc the spatiotemporal directional response values of the first
layer for Lhe previous, cenler, and nexl frames, respeclively.
In order Lo generale the VDP-lealure veclor, we need
to know the £ most prominent directional bits for all three
conseculive frames. These ¢ bils are sel lo | and the rest of
8-bil VDP pallern of each [rame are sel o 0. Then a binary
code is formed to cach pixel from cach frame, which will



be mapped to its own bin to build a histogram. Finally, we
concalenale these three histograms of these three conseculive
{rames Lo oblain the linal VDP-fealure vector, which is the
descriptor for cach center frame (frame of interest) that we
used to recognize the face image by the help of a classifier.
The linal VDP code can be derived by

VDP = Zf (n; —m,) x 2 | Zf (6-c)

s (5)
X270 Y fp-p)x 27
=16
and
1 ifx=0
fw=1 ©)
0 if x<0

where the verlical bars (]|} represent the concatenation pro-
cess ol the hislograms.

3. Method

Derived from a general definition of texture in a local neigh-
borhood, the conventional V1P or the first order volumetric
directional pallern encodes (he directional information in
the small 3 x 3 local neighborhood ol a pixel of each
three consecutive frames, which may fail to extract detailed
information especially during changes in data collection
environments. Therelore, we proposed an improved version
of VDP to tackle this problem by calculating the #™” order
volumetric directional variation patterns, namely, high order
volumetric directional pattern (HOVIIP). ‘Lhe proposed
HOVIIP can capture more detailed discriminative informa-
tion than the traditional VDP. Unlike the VDP operator,
the proposed HOVDP technique extracts #' order volu-
melric informalion by encoding various distinclive spatial
relationships from each neighborhood layer of a pixel in the
pyramidal multistructure way and then concatenating the
feature veclor of each neighberhood layer Lo form the (inal
TTOVDP-lealure veclor. Several observations can be made for
HOVDP:

(i) Under the proposed framework, the original VDD is
a special case of [TTOVDP, which simply calculates the
1 order volumetric directional information in the
local neighborhood of a pixel.

(ii) ‘lhe relation between the neighbor layers and the
pixel under consideration could be easily weighted
in HOVDYP based on the distance between cach layer
and the central pixel. Because of that, the pixels within
the closesl layer Lo the central pixel has more weighl
than the others.

(iii) Due to the same format and feature length of different
order TTOVDP, they can be readily fused, and the
accuracy of the lace recognition can be significantly
improved after the fusion.

Mathematical Problems in Engineering

Ve,2 ) Vay V32 Vo2
V2.2 V31 Vo1 Vi1 Vi2
Vg2 Va1 X Vo,1 Voo
Voo V51 Ve,1 V7.1 Vi52
V10,2 V11,2 V12,2 V132 V142

Central Pixel with its 15 ¢ 2"
Neighborhood Layers Edge Values

I1GuRre 2: Magnitude values of two neighborhood layers.

3.1 High Order Volumelric Directional Patiern. The proposed
high order volumetric directional pattern (HOVIDP) tech-
nique is an oriented and multiscale volumetric directional
descriplor thal is able (o extract and [use the information
of multiple frames, temporal (dynamic) information, and
mulliple poses and expressions ol (aces in inpul video Lo
produce strong (ealure veclors. Given a central pixel in
the middle {center) frame of three consccutive frames, to
calculate the second order volumetric directional pattern
(VDP,) we (irsl compute the first order (VDP)), which is
exactly the same as the original VDI by using the (2)-(6).
'Then,

n o=, (7)
¢ =6 (8)
m=p (9}
and
VDP, = VDP (10)

where py, ¢, and n; are an cight-bit binary number that
describes the edge response pattern of each pixel of the first
layer in the previous (rame, cenler frame, and nexl [rames,
respectively.

To make our calculation simple and casy to compute
the high order relevant edge values, lel us assume v; the
magnitude values for each layer separalely alter convelving
the input image 1{x, )} with Kirsch masks in cight different
directions M;(x, y) for i = 0,1,...,7, which can be seen in
Figure 2. Then the directional edge values (or the particular
layer can be found as

€ = Vi1, (1

A
Q=3 Z Vg (12)
32,

and
g=mod (2i + j,16), fori=0,1,...,7 (13)

where ¢, and ¢, are (he eight difTerent directional edge
response values of the first and second neighborhood layers,
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respectively. v, 5 is the magnitude value after convolving the
inpul image with Kirsch kernels, the subscripts g and 2 are
the number of surrounding pixels of each direction { and the
second neighborhood layer (second order), respectively, and
(mod) is the modulo operation which is used to maintain the
cireularly neighborhood conliguration.

Based on the observation that every corner or edge
has high response values in particular directions, we are
interested (o know ¢ the most prominent directional bits for
all three consecutive frames in order to generate the feature
vector of cach neighborhood layer. 'These ¢ bits are set to 1
and the rest of 8-bit pattern in each layer {rom each (rame are
set 1o 0. 'Lhen a binary code is formed to cach pixel in cach
layer from cach frame, which will be mapped to its own bin
Lo build a histogram for that particular layer of each (rame.
The volumeltric directional pattern ol each pixel position in
the second neighbor layer can be formed as

7 15
VDP, = Zf (”i,z - ”t,z) x2'| Zf (Ci,z - Ct,Z)
=0 i=8
(14)

23
x 27| Zf (Piz = Pr2) X 2

=16

where (he thresholding (unction f(x) can be defined asin (6).

After identifying the volumetric directional pattern of
cach pixel in cach neighborhood layer from cach frame
(VDP, Tor the (rst layer and VD, for the second layer),
a histogram of 256 bins is built to represent all the distin-
guishing features of cach neighbor layer from cach frame
separalely, which means each layer will provide a fealure
veclor of 768-bin size. Then (o obtain the final 2" order VDP-
feature vector, which is the descriptor for cach center frame
(frame of inlerest}, we concalenale Lhese hislograms starting
from the same layer order one by one, which can be seen in
Ligure 3. The 2 order VIIP-feature vector size would be 1536
bins (768 x 2}. Lherefore, the feature vector size for n™ order
is 768 x n.

In a general lormulation, the 1" order volumelric direc-
tional pattern (VDP,) of cach pixel position in cach neighbor
layer from cach frame can be defined as

7 15
VDPn = Zf (ni,n - nt,n) x2' ” Zf (Ci,n - Ct,n)
=0 =8

3
X270 Y f (pin— Pea) x 27

i=16

where (he subscript # = 1,2,.. . is the volumelric directional
pattern order (the number of neighborhood layers that has
been used for the calculalion process); 1, &, and f,
are the ¢ most significant dircctional responses of cach
neighboring layer 2 frem next [rame, cenler [rame, and
previous (rame, respeclively; and f(x} is the thresholding
function that can be defined as in (6). n;,, ¢, and p,, are
the eight diflerent directional edge respense values of each
neighborhood layer n from next frame, cenler [rame, and
previous frame, respectively, which can be computed as

5
i n—-1
%= 3T 2 Vo (16)
j=n+l

and

g=mod(ni+ j82) fori=01,.7 (17)
The same procedure is applied o (ind the eight diflerent
directional edge response values of next frame n, and pre-
vious fr,.

4. Results and Discussion

To evaluate (he robustness of the introduced method in
illumination, pose, and expression variations, we tested it on
two publicly available datasets, namely, YouTube Celebrities
dataset [18] and Tonda/UCSD database [19, 20]. All the
face images in this work were detected by using the Viola
and Jones's face detector [16]. After manually removing the
false detection, all (he detecled lace images were resized
to 64 x 64, and then the spatiotemporal information was
extracted using the proposed high order VDI technique
When il comes Lo the face recognilion process, we represent
the face using a HOVDP-feature histogram. "Lhe objective
is to compare the cncoded feature vector from one frame
with all other candidate feature vectlors using two well-known
classificrs. ‘Lhe first one is support vector machine (SVM)
classificr (we used LibSVM) [21], and the sccond one is a k-
nearesl neighbors (KNN) classilier. The corresponding f(ace
of the TIOVDP-leature vector with the lowesl measured value
indicates the match found.

Two dillerent experiments are cenducted for each
database (o verily Lhe eflectiveness and efliciency of (he
proposed HOVDP framework. ‘lhe first onc explores the
ellecliveness of dilferent volumetric directional order {dil-
ferent neighborheod layers for each pixel of the image) as
changing the number of the most prominent response values
{t = 2,3,...,6}. The second one evaluales he ellecliveness
of the proposed TIOVDP by comparing il with four popular
video-based face recognition techniques as well as with our
conventional VDP To avoid any bias, we randomly sclected
the data lor (raining and lesting.

Considering computational efficiency, we observe that
HOVDP requires longer execution time compared to the
VI.PQ method. For example, during the processing of one
video clip that consists 248 frames, HOVDYP takes around
2 minuates, while VLPQ requires around 2 seconds. ‘lhe
reason is that TTOVDP compules lealures using every three
adjacent frames for all pixels, which increases the feature
dimension by adding cach neighborhood layer; in contrast,
the abovementioned compeling VI.PQ method computes the
features based on Fourier (ransform estimation, which is
performed locally using short-term Uourier transform using
1D convelutions, and the convelulions are compuled using
only valid areas, i.e., areas that can be compuled withoul zero-
padding. ‘lhe convolutions that occur multiple times in the
process are calculated only once [13]. The computing platform
is an Intel Core 15 2.27-GHz machine with 4 GB of RAM, and
all implementations are performed on MATLAB-2016a.
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order VDP. L, and L, are the histograms of first and second layers, respectively, for each frame.
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TasLe 1: Recognition rates using all video frames as changing the threshold ¢ and the proposed approach vrder an Youlube coleb e

database.

Descriplor Recognilion Accuracy (%) Using SVM Classilier

Order P2 B3 t 4 P 5 t 6
1* Order (VDP) 86.50 % 8616 % 86.75 % 86.18 % 86.28 %
24 Opder 8733 % 8728 % 8774 % 8711 % 8704 %
3 Order 8$3.62 % 85.36 % 85.51 % 85.65 % 81.76 %
4% Order 84.41 % 85.69 % 85.71 % 85.98 % 85.45 %
Descriplor Recognition Accuracy (%) Using KNN Classilier

Order t 2 i3 t 4 P 5 t 6
1 Order (VDP) 85.08 % 8515 % 85.96 % 86.03 % 85,88 %
2 Order 85.31 % 85,75 % 86.62 % 86.44 % 85,95 %
3 Order 82.23 % 84.47 % 84,94 % 84.86 % 84,52 %
4™ Order 8213 % 84.48 % 84.64 % 84.71 % 84.42 %

4.1. YouTube Celebrities Dalaset. YouTube Celebrities data-
base is a large-scale video dalasel which contains 1910 video
sequences of 47 different celebrities (actors and politicians)
that are collected from YouTube. The datasel is considered
as one of the most challenging video databases due (o (he
large illumination, pose, and expression variations as well as
low resolution and motion blur. In this part, we evaluated

the proposed 11OV DP on all 17 celebrities, while some of

the state-of-the-art compared methods were evaluated on
some ol the subjects (e.g., Yang el al. [23] use only the lirs(
29 celebrities). Following the prior works [10, 22], for each
subject three video sequences are randomly selected as the
training data, with the other six video clips randomly selected
for Lesting. While using the publicly available code of VI.PQ
technique [13], for cach subject, six video sequences are
randomly selected as the training data, with the other three
video clips randomly selecled for testing. For this publicly
available code, we have used the default settings of all its
parameters which yield the optimal performance. We con-
duct ene experiment by randem seleclion of training/lesting
data. "Lhe clips contain different numbers of frames (from
8 to 400) which have mostly low resolution and are highly
compressed. Figure 1 shows some examples of cropped laces
in this datasel.

To show the cffectiveness of the proposed HOVDP
technique, we summarize the recognition rates via changing
the neighborhood layers size (the order ol the proposed
approach) in the range (1 — 4) where 1 means 3 x 3 window
size, 2 means 5 x 5 window size, etc., varying the threshold ¢
(the mosl prominent edge response values) in the range {t =
2,3,...,6), as well as comparing with VDD (the special case of
HOVDP) in Table 1 From Table 1, it is found that £ = 4 yields
optimal performance for this datasel. Additionally, it is clear
that the second order VDP improves the face recognition
accuracy of the first order VDD in all test cases, while the
third erder and leurth order decrease the accuracy rates due
lo the fact that increasing Lhe scale (the neighbors pixels)
causes it to extract and fuse the information of different
poses and dillerent locations of the face componenls, which
produces confused [eature veclors. In addition, this increase
of the descriptor order (the neighborhood layers size) would

L
rAas ymﬂ v

{60 ik

n Ma\_ﬂ: -M 5 4

E 1

144

Frure 1: YouTube Celebrities database. Each row represents differ-
ent samples of one subject.

increase the fealure veclor length, which slows down (he
[eature extraclion processing speed.

‘The performance results of well-known face recognition
algorithms like regularized nearest points (RNDP) [23], sparse
approximated nearest poinls between image sels (SANP) and
its kernel extension (KSANDP) [22], and projection metric
learning on Grassmann manifold (PML) [10] combined
with Grassmannian graph-embedding discriminant analysis
(GGDA) [11] denoled as (PMT-GGDA), with the proposed
method HOVDP and the original VIIP, as well as with
the descriptor of the dynamic lexture VI.PQ [13] on this
dataset, are presented in Table 2. Nolice that (he resulls we
compared ours with are what we got from their original
references, which are mentioned in the table. While for the
VI.PQ technique, the eblained resulls are based on ils delault
settings, which yield the optimal performance. Meanwhile,
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TasLE 2: Performance comparison of the proposed method with the algorithms on YouTube celebrities database.

Recognition Accuracy + Standard Deviation for Each Method

SAND |22 KSANP |22 PML-GGDA (1]

VLPO [13] VP [14] LLOVDP (Proposed)

65.115.5 % 70.3213.6 %

82.9710% 86.75L0% 877110 %

TanLE 3: Recognition rates using only 50 frames of each Video as changing the threshold £ and the proposed approach order on Honda/UCSD

database.

Descriplor Recognition Accuracy (%) Using libsvm Classilier

Order P2 i3 P4 P 5 t 6
1* Order (VDI 86.85 % 85.45 % 86.10 % 86.10 % 81.40 %
24 Order 8775 % 86.85 % 700 % 8745 % 81.300 %
3 Order 85.70 % 841.65 % 86.15 % 85.75 % 8275 %
4% Order 86.70 % 84.45 % 86.75 % 85.55 % 82.85 %
Descriptor Recognition Accuracy (%) Using knn Classilier

Order P2 i3 P4 iP5 t 6
1* Order (VDP) 88.75 % 90.11 % 89.65 % 88.65 % 88.55 %
2% Order 89.25 % 90,30 % 9010 % 8965 % 88.80 %
3¢ Order 86.25 % 87.05 % 88.70 % 87.60 % 87.85 %
4" Order 87.00 % 88.05 % 88.40 % 87.55 % 8750 %

Fraure 5: [onda/UCSTY dataset. Fach row represents diflerent
samples of one subject.

a parl of this dalasel was used in RNP [23] and three video
sequences were randomly selected as the training data, with
the other three sequences randomly selected as the testing
dala.

4.2. Honda/UCSD Dataset. TTonda/UCSD dalabase consists
ol 59 video sequences of 20 dillerent subjects. There are pose,
illumination, and expression variations across the sequences
for each subjecl. Fach video consists of aboul 12 - 645
frames. Figure 5 has shown some examples [20]. Fach row
corresponds to an image set of a subject. In our experiment,

we use the standard training/testing configuration provided
in [19]. 20 sequences are used lor training which means
one video for each subject and (he remaining 39 sequences
for testing. We report results using all frames as well as
with limited number of frames. Specifically, we conduct the
experiments following the prior works [22, 23] by execuling
three parts of experiments, (1) using only the first 50
frames/video clip, (2) using only the first 100 frames/video
clip, and (3} using all video frames. Tn case a sel conlaing
frames fewer than the selected ones, all frames are used for
recognition process. ‘The performance results of the proposed
Lechnique TTOVDP as changing the number of neighborhood
layers (the order of the proposed approach) in the range
(L — 4) along with changing the threshold ¢ (the most
prominent edge response values) in the range {¢ = 2,3,...,6}
using sel lengths 50 frames/clip, 100 rames/clip, and all
frames/clip, respectively, are presented in Tables 3, 4, and

5.

The performance resulls of well-known video-based algo-
rithms like SANP, KSAND, RNP, VLPQ, and the original
VDD (the special case of the proposed technique) with the
proposed method TTOVDP on (his dalasel are presented
in Table 6. Notice that the results we compared ours with
are what we got from their original references, which are
menticned in the table. While for the VLPQ technique,
the obtained resulls are based on ils defaull settings, which
provide the optimal performance. Lor our proposed methods,
we select the value of ¢ thal yields optimal performance for the
comparison.

5. Conclusion

Tn this paper, we inlroduced a new leature descriptor, namely,
TTOVDP. Throughout the performance evaluation in lerms
of face recognition accuracy, we found that HOVDD is
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TasLE 1: Recognition rates using only 100 trames of each video as changing the threshold ¢ and the proposed approach order on Honda/UCSD

databasc.
Descriplor Recognition Accuracy (%) Using libsym Classilier
Order P2 t 3 t 4 t 5 P 6
1* Order (VDP) 87.86 % $7.09 % 8799 % 8799 % 8$1.96 %
24 Opder 8971 % 8971 % 90.21 % 88.89 % 86.25%
3 Order 8789 % 8783 % 90.86 % $8.99 % $9.31 %
4% Order 88.34 % 89.57 % 9168 % 89.36 % 90.20 %
Descriplor Recognition Accuracy (%) Using knn Classilier
Order P2 t 3 t 4 t 5 P 6
1 Order (VDP) 9017 % 9213 % 9216 % 91.29 % 9017 %
2 Order 9179 % 92.56 % 93.08 % 92.58 % 9L.66 %
3 Order 88.89 % 9110 % 91.58 % 91.63 % 9113 %
4" Order 8B.99 % 91.50 % 91.834 % 91.74 % 91.61 %

TapLe 5: Recognition rates using all video frames as changing the threshold ¢ and the proposed approach order on Honda/UCSD database.

Descriptor Recognition Accuracy (%) Using libsym Classilier
Order t 2 t 3 t 4 t 5 t 6
1" Order (VD2 94.75 % 95.09 % 95.96 % 95.82 % 94.05 %
2" Order 96.26 % 96.55 % 9723 % 96.57 % 9571 %
37 Order 95.08 % 91.12 % 96.23 % 96.55 % 95.32 %
4" Order 95.57 % 9511 % 96.72 % 9713 % Y5.84 %
Descriptor Recognition Accuracy (%) Using knn Classilier
Order t 2 t 3 t 4 t 5 t 6
1" Order (VDP) 96.13 % 95.58 % 96.87 % 9597 % 9511 %
2 Order 96.52 % 96.87 % 9708 % 96.61 % 96.23 %
3" Order 95.11 % 95.95 % 96.71 % 96.11 % 5.65 %
4 Order 95.42 % 96.11 } 96.63 % 96.51 % 95.86 %

Tance 6: Performance comparison of the proposed method with the algorithms on Honda/UCSD database.
Number of Frames Recognition Accuracy (%) for Each Method

SANP [22 KSANP [22] RNP [23] VLPQ (13] VDP [11] HOVDP (Proposed)

50 84.62 % 8718 % 8718 % 55.00 % 90.11 % 90,45 %
100 92.31 % 94.87 % 94.87 % 70.00 % 92.27 % 04.92 %
All frames 100 % 106 % 100 % 80.00 % 96.87 % 97.29 %
Average 92.31 % 91.02 % 941.02 % 68.33% 93.08 % 94.22 %
robust for video-based face recognition applications. With  Data Availability

a video as inpul and a gallery of videos, we performed lace
recognition process throughout all the video clip frames.
Itom the cvaluation results, it has been found that the
propased HOVDP algorithm can successfully improve the
accuracy rales compared lo the original VP in all (est
cases and cxceed a set of state-of-the-art methods in most
test cases. Lor the Honda/UCSD database, our proposed
technique provides beller recognilion rales, although the
olher compared methods oulperform ours in case all [rames
are used. Meanwhile, our proposed HOVDIP beats the others
in case smaller sels are used, which often occurs in real-world
applications. For example, the tracking ol a lace may fail for
a long video sequence when only the first part of the video
sequence is available for the classification.

‘The video sequences that have been used in this paper may be
found in the following links: YouTube Celebritics dataset at
hitp:/fseqamlab.com/seftware-and-data/ TTonda/UCSD da-
lasel al hitp:/fvision.ucsd.edu/~iskwak/TTondaUCSDVideo-
Database/HondaUCSD.html.
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This manuscript was prepared based on Lhe research (hat
has been conducled as a part of the docloral dissertation
work of Almabrok Lssa at the University of Dayton, Dayton,
Ohie. The original dissertation document is available at
hitps:/fetd.chiolink.edu/!eld.send_file?accession=daylen150-
0901918995427 &disposition=inlinc.
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