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10 and 20 miles from Detroit’s city center. The Flint Area shows little sign of potential 

gentrification. The seven census tracts identified as somewhat gentrified are located five 

miles from the city center of Flint. Even though the Flint Area is small, the pattern of 

somewhat gentrified census tracts appearing far from the city center is similar to that seen 

in other RLS MSAs.  

 
Figure 12.  Gentrification map of the Philadelphia-Camden-Wilmington, PA-NJ-DE-MD Metro Area 

 

Figure 12 is the gentrification map of Philadelphia Area. This urban area is the 

largest of the RLS MSAs in terms of size. Among 1,474 census tracts, 35 (2.4%) were 

identified as gentrified, and 118 were categorized as somewhat gentrified. The 

Philadelphia MSA shows almost the same pattern seen in other RLS MSAs, where a few 

gentrified and somewhat gentrified census tracts are located near the city center and other 



84 

 

gentrified census tracts re-emerge after about a 10 mile-buffer. Among the somewhat 

gentrified census tracts, a few are located near the city center of Philadelphia, but most 

are distributed between 10 and 40 miles from the city center.  

 
Figure 13.  Gentrification map of the Pittsburgh, PA Metro Area 

        

Figure 13 is the gentrification map of Pittsburgh Area. Among 681 census tracts, 22 

(3.2%) were identified as gentrified and 47 (6.9%) were identified as somewhat 

gentrified. As can be seen on the map, a few gentrified and somewhat gentrified census 

tracts are located near the city center of Pittsburgh. Other gentrified and somewhat 

gentrified census tracts appear between five and 30 miles from the city center. 

  



85 

 

3.8. Summary of the Gentrification Index 

This dissertation has sought to identify gentrified and somewhat gentrified census 

tracts by combining indexes indicating neighborhood transformation and displacement. 

Combining these two indexes aligns with the conceptualization of the gentrification 

process as involving both a decrease in low-income population and an increase in 

socioeconomic indicators associated with gentrification. Conventional gentrification 

theories posit both positive neighborhood transformation and low-income displacement 

occur in concert.  

Therefore, two different types of census tract data in each of the ECT and RLS 

MSAs were investigated. The first investigated which census tracts showed improved 

socioeconomic indicators through the NTI, and the second identified which census tracts 

had experienced severe losses of low-income family populations through the DI. This 

analysis then combined these findings to identify which census tracts experienced both 

improvement in the socioeconomic indicators and decline in low-income populations 

simultaneously.  

As a result, of the 7,969 census tracts in the ECT MSAs, 167 (2.1%) were 

identified as gentrified census tracts (2.1%) and 500 (6.3%) were identified as somewhat 

gentrified. Among the 4,834 census tracts in the RLS MSAs, 103 (2.1%) were identified 

as gentrified and 343 (7.1%) were identified as somewhat gentrified.  

The findings show some interesting distribution patterns of gentrified and 

somewhat gentrified census tracts in the ECT and RLS MSAs. Most gentrified census 

tracts in the ECT MSAs are distributed near the major city centers. However, somewhat 

gentrified census tracts are broadly distributed throughout the urban areas. Even though 
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some gentrified census tracts are also located in suburban or rural areas, the density of 

gentrified census tracts in the ECT MSAs is more concentrated in the center of major 

cities. 

On the other hand, the distribution pattern of gentrified census tracts in the RLS 

MSAs is different from that of the ECT MSAs. A few gentrified census tracts are located 

near the major city centers. Then, usually five to 10 miles from the major city centers, 

there is a ring that shows no sign of gentrification. Gentrified and somewhat gentrified 

census tracts re-emerge 10 miles or more from the major city centers. It seems that the 

RLS MSAs have more suburban and rural gentrification than the ECT MSAs. 

There could be many reasons that the RLS MSAs show different distribution 

patterns of gentrified and somewhat gentrified census tracts than the ECT MSAs. For 

example, urban sprawl and growth, the size of their economy, the effects of a collapsed 

economy, declining manufacturing activities, and occupational changes in RLS MSAs 

might have led to the different distribution pattern of gentrified and somewhat gentrified 

census tracts in RLS MSAs. Even though these phenomena impacted both ECT and RLS 

MSAs, these forces may have had more of an effect on population dynamics of the RLS 

MSAs.  

 

3.9. Discussion 

Gentrification studies follow a typical procedure or pattern of selecting areas for 

study that are already considered as or known as gentrified neighborhoods. These 

neighborhoods are analyzed through various data comparison methods. Therefore, data 

comparison became the most popular method for examining the gentrification process.  
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However, for this dissertation, gentrified census tracts have been extracted based on 

the unique mechanism of gentrification: that the capital investment or gentrifiers cause 

the low-income displacement. This distinct characteristic is what separates gentrification 

from other types of redevelopment or neighborhood improvement. Therefore, this 

dissertation explored gentrification by combining results from two indexes indicating 

neighborhood transformation and displacement.  

However, the purpose of identifying gentrified and somewhat gentrified census 

tracts is not just to quantify the number. The purpose is to explore the value of applying a 

two-dimensional approach (Neighborhood Transformation Index and Displacement 

Index) to extracting gentrified census tracts. This method allowed for measuring 

fluctuation in the low-income family population within the context of change in 

socioeconomic indicators representing gentrifiers and a physical transformation of 

gentrified neighborhoods. Only when a census tract satisfied both the conditions of 

substantial loss of low-income population and of rapid increase in socioeconomic 

indicators representing gentrification was a census tract identified as gentrified. This 

method can provide a practical way to monitor neighborhood transformation and identify 

gentrified neighborhoods (including somewhat gentrified neighborhoods). 

As mentioned above, this dissertation identified gentrified and somewhat gentrified 

census tracts by combining the NTI and the DI. This method provided the specific 

number of and locations of gentrified and somewhat gentrified census tracts for each ECT 

and RLS MSA. Therefore, it was possible to examine the distribution of gentrified and 

somewhat gentrified census tracts throughout the ECT and RLS MSAs. 

The differing distribution patterns of gentrified and somewhat gentrified census 
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tracts in the ECT and RLS MSAs is interesting because, even though the same 

socioeconomic indicators representing gentrification and low-income displacement were 

measured, the location patterns of gentrified and somewhat gentrified census tracts are 

different depending on the characteristics of regions.  

What explains the different distribution patterns of gentrified and somewhat 

gentrified census tracts in the ECT and RLS MSAs? Why do the RLS MSAs have more 

suburban and rural gentrification than the ECT MSAs? Industry mix and job market 

structure, growth of suburban businesses, urban sprawl, and globalization may have led 

to suburban and rural gentrification. Hartshorn and Muller (1989) described how 

suburbanization has occupied a large portion of the American economy. Stough, Haynes, 

and Campbell (1998) argued that edge cities developed rapidly in the 1980s and linked to 

the extensive commercial and retail centers of large urban areas. These edge cities are 

composed of small or medium-sized firms oriented around high-technology information 

services. Ley (1980) argued that post-industrialization and occupational changes are the 

background of gentrification. (Neil Smith, 2002) argued that global capital has begun to 

drive gentrification. These forces listed above might have linked together and created 

suburban and rural gentrification similar to what has been revealed in the RLS MSAs.  

On the other hand, gentrified census tracts in the ECT MSAs are still concentrated 

near central cities, and somewhat gentrified census tracts are distributed evenly 

throughout the ECT MSAs. This dissertation posits that the ECT MSAs were able to cope 

better with the above cited changes than the RLS MSAs because their main industries 

were not manufacturing. Therefore, the ECT MSAs might have undergone less industry 

shift (manufacturing) and occupational changes than the RLS MSAs. Once the industry 
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shift begins (manufacturing businesses begin to close or leave), related businesses and 

suppliers close or leave as well. This dissertation posits that the RLS MSAs were much 

more vulnerable to the above cited changes than the ECT MSAs. 

In conclusion, based on the unique gentrification mechanism, this dissertation 

operationalized the inverse combination of low-income displacement and gentrification 

indicators in what became the gentrification index. The gentrification index identified 

gentrified and somewhat gentrified census tracts and found different distribution patterns 

of gentrified and somewhat gentrified census tracts among the ECT and RLS MSAs.  

 

3.10. Limitations  

First, this dissertation used census tract as the unit of analysis. Therefore, it is 

difficult to trace the detailed information of the employed indicators. For example, this 

dissertation is not able to recognize, through use of census tract information, the low-

income residents who may have moved into the moderate, middle, or upper-income 

classes but did not physically relocate. Even though some scholars have used panel data 

to track the mobility of income status for low-income residents, a panel data can only 

cover small areas or neighborhoods. The study areas of this dissertation are urban areas 

located in 12 metropolitan statistical areas. Therefore, there are no available panel data to 

cover the study areas of this dissertation. However, this is a common issue in studies that 

have used the census tract as the unit of analysis. 

The second issue to reflect upon is whether a difference in the low-income family 

population between 2000 and 2010 is regarded as low-income displacement. This issue is 

also caused by using census tract information. Census tract datasets do not provide 
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individual-level information. It is difficult to find data sets that cover large study areas. 

Even though block or block group data are available, there are even more critical 

problems in that fewer socioeconomic indicators are available. 

The third issue is that gentrified neighborhoods would be much smaller than 

gentrified areas presented through census tracts because census tract geography typically 

covers larger areas. Thus, the census tracts might not represent specific gentrified or 

somewhat gentrified neighborhoods, but rather larger areas surrounding pockets of 

gentrification activity. 
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CHAPTER IV 

IV. THE RELATIONSHIP BETWEEN GENTRIFIED NEIGHBORHOODS AND 

REGIONAL CONTEXTS 

4.1.Conventional Gentrification Theory 

For more than 50 years, gentrification has been studied and interpreted in various 

ways although not much has changed regarding factors and interpretations of the driving 

forces of gentrification. Gentrification studies are often qualitative in nature, relying on 

case studies of areas already assumed to exhibit gentrification. Since the term 

gentrification appeared, it has been explained by demographic and physical changes of 

certain neighborhoods. The demographic and physical changes have become the key 

explanation of gentrification, and low-income resident displacement has been considered 

an inevitable problem. Therefore, conventional gentrification theories have focused on 

demographic and physical changes as important indicators inducing low-income 

displacement. According to the production-based approach to gentrification (Smith, 

1979), a physical change in capital investment causes low-income displacement; the 

consumption-based approach (Ley, 1981) argued that gentrifiers induce low-income 

displacement.  
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4.2. Different Viewpoints in Gentrification  

Almost all gentrification studies have explained the phenomenon with a particular 

set of socioeconomic indicators and process flows depending on researchers’ 

epistemologies regarding cause and effect of gentrification. The most interesting point is 

that an indicator inducing low-income displacement is different between the commonly 

used conflicting gentrification theories.  

This dissertation identified three different important concepts through drawing the 

conceptual gentrification process argued by Glass (1964), Ley (1978), and Smith (1979). 

Glass provided the fundamental concept of gentrification. However, Glass did not explain 

why and how the middle or upper class appeared in previously working-class dwellings. 

Ley developed and analyzed a concept of the new middle class and gentrifiers. Ley 

argued where and why the new middle class appeared and how it impacted low-income 

residents living in inner urban communities, suggesting that post-industrialization 

transformed occupational structures.  

 Smith identified physical improvement through capital investment as one of the 

important keys to gentrification. Smith directly refuted Ley’s gentrification concept 

because Smith believed the physical changes of neighborhoods by capital investment 

stimulated people who could afford housing prices or rents to move to the low-income 

residential areas. 

It is still an active discussion whether gentrifiers induce low-income displacement 

or capital investment causes low-income displacement. Therefore, defining what induces 

low-income displacement and considering the critical factor of gentrification is similar to 
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the question of which came first, the chicken or the egg. 

It is necessary to draw the conceptual image of gentrification as first defined by 

Glass (1964) in order to operationalize consumption- and production-based approaches. 

Glass’s concept of gentrification had a particular flow: Middle and upper classes moved 

into low-income dwellings, inducing low-income displacement, which then spread 

quickly across neighborhoods, transforming social characteristics. Hamnett (2003) noted 

that Glass’s concept of gentrification focused on an intricate process involving physical 

improvement of the housing stock, housing resident changes from renting to owning, 

price increases, and working class displacement by the new middle class.   

However, gentrification is a continuous process until low-income displacement is 

complete and attributions of neighborhoods are fully replaced by affluent residents. As a 

result, a neighborhood transformed by the middle class and physical improvement is 

called a gentrified neighborhood.  

 

Figure 14.  Gentrification Process of Ruth Glass (1964) 
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Figure 14 is a conceptual order of Glass’s gentrification process. As represented 

through the figure, Glass’s gentrification has an order to it. One popular gentrification 

theory, the consumption-based approach, seems to have followed Glass’s 

conceptualization.  

Ley (1980) argued that gentrifiers are the main factors inducing low-income 

displacement, and the real estate business (capital investment) might follow. Smith 

(1979) insisted that physical changes (capital investment) are the key factors causing low-

income displacement. Under the prerequisite conditions, such as post-industrialization 

and occupational changes, Ley’s consumption-based approach posits that a new middle-

class, who are represented as younger, childless, highly educated professional workers, is 

the main factor inducing low-income displacement. Then the real estate business follows. 

Figure 15 presents the consumption-based approach to the gentrification process, and 

Figure 16 shows the gentrification process of the production-based approach. Even 

though Figure 15 shows the sequential order, the inflowing of the middle-class, the 

leaving of the low-income class, and physically changed neighborhoods would happen at 

almost the same time in the real world. It could be applied to Figure 15, the production-

based approach.  

 

Figure 15.  Gentrification Process of Consumption-Based Approach 
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Figure 16.  Gentrification Process of Production-Based Approach 

 

These two approaches have been popularly cited in almost all gentrification 

research. However, there could be a gap between theories and reality. The above 

gentrification processes cannot explain every single instance of gentrification in different 

neighborhoods and contexts. 

 

4.3. The Conventional Methods of Analyzing Gentrification 

Even though there is a disjunction between theories and reality, many gentrification 

studies have tried to narrow the gap. Therefore, gentrification has been identified and 

analyzed through various methods and data. One popular gentrification research method 

is data comparison. Figure 17 shows the general data comparison method used in most 

gentrification studies. Certainly, data comparison is a useful method for identifying 

neighborhood transformation status. However, it's hard to say whether the changes 

represent a causal relationship among investigated indicators. Most studies infer 

gentrification from data comparison, but regional characteristics have not been 

considered as an important factor when analyzing gentrified neighborhoods through 

consumption- or production-based approaches. 
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Figure 17.  General Comparison Method 

 

As commonly understood, gentrification cannot be represented by a single variable. 

Most gentrification studies have identified gentrification as a process, which can be 

analyzed by observing changes in neighborhood structure. Several socioeconomic 

indicators have been used to analyze changes in neighborhood structure. These indicators 

have some causal relationship to each other, as indicated in Glass’s (1964) very first 

description of gentrification. 

From Glass’s coining of the term to the contemporary era, scholars have discussed 

gentrification as a neighborhood transformation process and have analyzed gentrified 

neighborhoods through their preferred epistemologies and ideologies. Thus, the same 

physical changes observed in neighborhoods will be interpreted and explained differently 

because of the preferred epistemologies and ideologies of researches and the different 

study areas they choose to focus on.  

It was difficult to find in the literature examples of researchers applying 

consumption- and production-based theories at the same time to their areas of study. It 

was even harder to find literature in which researchers considered the regional 

characteristics of their study areas. Even though researchers use several of the same 

indicators regardless of whether they take consumption- or production-based approaches, 
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their interpretations are usually framed by their preferred approaches. 

 

4.4. Hypotheses and Research Questions 

The underlying hypothesis of this dissertation started from a very simple idea. 

America is often classified by various regional characteristics, such as location, natural 

environment, dominant industry, economic size, cultural or political pattern, inland or 

coastal areas, and much more. Therefore, this dissertation reasoned that the gentrification 

process might be different depending on regional characteristics.  

The production-based approach may fit the neighborhood changes occurring in 

Rust Belt or legacy regions because gentrification phenomena in these regions may need 

capital investment to rebuild neighborhoods rather than affluent people. Contrary to the 

production-based approach, this dissertation assumed that gentrification in a strong 

economy and cosmopolitan regions (various cultured regions) may fit the consumption-

based approach. These areas may need people who can change the atmosphere of 

neighborhoods rather than capital investment to improve their neighborhoods. From this 

simple reasoning, this dissertation developed a series of hypotheses and their 

operationalization. 

 

4.4.1. Hypotheses  

Most gentrification studies employ consumption- or production-based approaches 

when explaining gentrification. Moreover, most studies also draw on specific indicators 

of gentrification espoused by either Smith’s (1979) production-based theory or Ley’s 

(1980) consumption-based approach. Ideological conflicts have long existed in 
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gentrification studies, and both camps have often asserted their theories and 

methodologies as the preferred approach to understanding gentrification. 

This dissertation posits that regional characteristics should be considered regardless 

of whether the approach to gentrification is production-based or consumption-based. This 

dissertation assumes that gentrification in census tracts located in MSAs that are often 

referred to as “Rust Belt,” “legacy,” or “shrinking” regions may best be explained by a 

production-based approach, and gentrification observed in census tracts located within 

MSAs seen as “economic,” “cultural” and “technology hubs” may best be explained by a 

consumption-based approach. In other words, regional context may influence the 

gentrification process. Thus, the hypotheses are as follows: 

 

HO: There is no relationship between a region's attributes and the process by which 

gentrification occurs. 

HA1: Gentrified neighborhoods located in the urban areas of economic, cultural, and 

technology (ECT) hub MSAs can be explained better by a consumption-based approach.  

HA2: Gentrified neighborhoods located in the urban areas of Rust Belt, legacy, and 

shrinking (RLS) region MSAs can be explained better by a production-based approach. 

 

4.4.2. Research Questions 

To examine the hypotheses and answer the research questions, this dissertation 

employed an inferential statistical method, the structural equation model. The structural 

equation model can identify the causal relationship between latent variables and the 

significance level of the causal relationships. In the research method section, the 
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structural equation model is explained in detail. The research questions are as follows:  

RQ1: Do regional characteristics influence the gentrification process?  

RQ1-1: If regional characteristics influence the gentrification process, how are they 

different in the urban areas of ECT and RLS MSAs? 

RQ1-2: Do latent variables representing production and consumption actually induce 

low-income family displacement?   

RQ1-3: Do latent variables representing gentrifiers and physical changes positively 

stimulate each other in the urban areas of ECT and RLS MSAs? 

RQ2: Among production- and consumption-based approaches, what approach explains 

gentrification better when regional characteristics are included in the analysis? 

 

4.5. Data and Variables 

4.5.1. Data and Unit of Analysis 

This dissertation employed the Neighborhood Change Database [NCDB] census 

tract data from 1970-2010. The NCDB provides 1970, 1980, 1990, and 2000 census data 

and the 2010 Summary File 1 and 2010 American Community Survey (ACS) data with 

details such as demography, housing, income, poverty status, education level, and other 

socioeconomic indicators. This data set is normalized to 2010 census tract boundaries 

(Geolytics, Neighborhood-Change-Database-1970-2000). 

This dissertation uses 2000 and 2010 normalized census tracts data in the urban 

areas of ECT and RLS MSAs. After removing model outliers, 7,347 census tracts for the 

urban areas of ECT MSAs and 4,527 census tracts for the urban areas of RLS MSAs have 

been used for this research. A total of 11,874 census tracts have been used, and the unit of 
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analysis is census tracts. 

4.5.2. Variables  

This dissertation employed 13 variables for the urban areas of ECT MSAs and 13 

variables for the urban areas of RLS MSAs (see Table XXIX). This dissertation created 

several constructs through these indicators. These variables were selected based on 

previous gentrification studies, and most of them were used in Chapter 3 when 

identifying gentrified census tracts. 

The latent variables, consumption and production, were created by change- 

measured variables between 2000 and 2010. The construct representing consumption is a 

latent variable reflecting gentrifiers. The construct representing production is a latent 

variable reflecting physical improvement by capital investment. The construct 

representing neighborhood reflects gentrified census tracts. The measured variable, low-

income family population, reflects low-income displacement. These variables are 

reflecting gentrification theories, such as the consumption- and production-based 

approaches. 
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Table XXIX Measured Variables and Created Constructs 

MSAs Measured Variables Year 

Constructs 

(Latent Variables) 

Measured 

Variables 

C
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S

A
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Educational Attainment 2000-2010 v    

Quaternary Sector Occupations 2000-2010 v    

Quinary Sector Occupations 2000-2010 v    

Occupations Related to Gentrifiers 2000-2010 v    

Middle and Upper Income Family 2000-2010 v    

Total Housing Units 2000-2010  v   

Total Occupied Housing Units 2000-2010  v   

Person in Owner-Occupied Housing 

Units 
2000-2010  v   

Married Couple Without Children 2010   v  

Occupations Related to Gentrifiers 2010   v  

Median Family Income 2010   v  

Middle and Upper Income Family 2010   v  

Low Income Family Population 2000-2010    v 

T
h

e 
U

rb
an

 A
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f 
R

L
S

 M
S

A
s 

Educational Attainment 2000-2010 v    

Quaternary Sector Occupations 2000-2010 v    

Quinary Sector Occupations 2000-2010 v    

Occupations Related to Gentrifiers 2000-2010 v    

Middle and Upper Income Family 2000-2010 v    

Total Housing Units 2000-2010  v   

Total Occupied Housing Units 2000-2010  v   

Person in Owner-Occupied Housing 

Units 
2000-2010  v   

Married Couple Without Children 2010   v  

Occupations Related to Gentrifiers 2010   v  

Total Housing Units 2010   v  

Population 20 to 44 Years Old 2010   v  

Low Income Family Population 2000-2010    v 

 

Through these latent variables and the measured variable, the low-income family 

population, how consumption and production changes between 2000 and 2010 impact the 

low-income family population and the neighborhoods are analyzed. The neighborhood 

latent variable is created by the 2010 census tract data set because the neighborhood is 

the result of gentrified census tracts affected by changes in consumption and production. 
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Since the production and consumption latent variables represent changes in 

attributes of the gentrified census tracts, they are considered to be exogenous variables. 

The neighborhood latent variable is an endogenous variable affected by the exogenous 

variables. Low-income displacement is considered to be endogenous and exogenous 

variables at the same time. 

 

4.5.3. Manipulating Variables  

Chapter 3 (p. 56) introduced how to create the middle- and low-income family 

indicators, and, as mentioned above, most variables used in the analysis presented in 

Chapter 4 are the same variables discussed in Chapter 3. However, some indicators have 

been used in the analysis presented here, and some indicators have not due to reasons 

such as multicollinearity and low factor loading. For example, employment and 

educational attainment have multicollinearity, and the foreign-born population caused 

low factor loading. The quaternary sector and quinary sector variables aggregate the 

number of workers in occupations in each sector. 
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Table XXX Occupations in Sectors of the Economy 

Primary 

Sector 

Agriculture (both subsistence and commercial), mining, forestry, farming, grazing, 

hunting, gathering, fishing, and quarrying 

Secondary 

Sector 

Metal working and smelting, automobile production, textile production, chemical and 

engineering industries, aerospace manufacturing, energy utilities, engineering, breweries 

and bottlers, construction, and shipbuilding 

Tertiary 

Sector 

Retail and wholesale sales, transportation, and distribution, entertainment (movies, 

television, radio, music, theater, and so on), restaurants, clerical services, media, tourism, 

insurance, banking, healthcare, and law 

Quaternary 

Sector 
Government, culture, libraries, scientific research, education, and information technology 

Quinary 

Sector 

Top executives or officials in such fields as government, science, universities, nonprofit, 

healthcare, culture, and the media 

Source: Rosenberg (2011) and Mobility and Change in Modern Society (Payne, 1987, p.68) 

 

The quaternary and quinary sector occupations have been classified based on Table 

XXI. Table XXIII represents how this dissertation classified and manipulated data. The 

variable QUA is the abbreviation of quaternary sector occupations, and it is the sum of 

six different indicators. QUI is the abbreviation for quinary sector occupations, and it is 

the sum of three different indicators. 

 

Table XXXI Manipulated Indicators 

The Quaternary Sector 

Occupation 

Persons 16+ years old employed in community and social services occupations 

Persons 16+ years old employed in education, training, and library occupations 

Persons 16+ years old employed in professional and technical occupations 

Persons 16+ years old employed in the information industry 

Persons 16+ years old employed in professional, scientific, and technical 

services 

Persons 16+ years old employed in educational services 

The Quinary Sector 

Occupation 

Persons 16+ years old employed in healthcare practitioner and technical 

occupations 

Persons 16+ years old employed as executives, managers, and administrators 

(excl. farms) 

Persons 16+ years old employed in public administration 

Source: Rosenberg (2011) and Mobility and Change in Modern Society (Payne, 1987, p.68) 
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4.5.4. Unbalanced Data and Random Undersampling 

As described in Chapter 3, this dissertation identified gentrified and somewhat 

gentrified census tracts: 167 (2.1%) census tracts in the ECT MSAs were categorized as 

gentrified and 500 (6.3%) as somewhat gentrified. Among the RLS MSAs, 103 (2.1%) 

census tracts were identified as gentrified, and 343 (7.1%) as somewhat gentrified.  

The number of gentrified census tracts in the ECT and RLS MSAs was too small 

relative to non-gentrified tracts for proper analysis. The ratio of gentrified census tracts to 

non-gentrified census tracts was almost 1:9. Again, among 12,803 census tracts, 11,690 

(91.3%) showed no evidence of gentrification; only 1,113 census tracts (8.7%) showed 

any signs of gentrification. Because the data were too dominated by non-gentrified 

census tracts, the dataset was not properly balanced to investigate the hypotheses and 

answer the research questions. This is called imbalanced or unbalanced data. “If classes 

are not approximately equally represented, it can be said that dataset is unbalanced” 

(Chawla, Bowyer, Hall, and Kegelmeyer, 2002, p.321). An unbalanced data set causes 

problems in maximum likelihood (ML) estimation (Kaplan, 1998; Muthén, 1990 & 

1994). Kaplan (1998) and Muthén (1990 & 1994) argued that it led to incorrect chi-

square values, model fit problems, and standard errors.    

To address the problems associated with unbalanced data, a balanced dataset was 

created using the random undersampling method. Random undersampling is a technique 

that adjusts the class (case) distribution of a dataset. Undersampling randomly 

downsamples the majority class (Fawcett, 2016). According to Han, Wang and Mao et al. 

(2005), He & Garcia, (2009) and Liu, Wu, and Zhou, (2009), undersampling is a popular 

method of dealing with class-imbalance problems. It is efficient for a large dataset.  



105 

 

Only 8.4% to 9.2% of census tracts showed any evidence of gentrification. 

Therefore, about 10% of non-gentrified census tracts were extracted through random 

undersampling from the 7,302 non-gentrified census tracts in the ECT MSAs and about 

10% of the 4,388 non-gentrified census tracts in the RLS MSAs. This balanced the non-

gentrified census tracts to the proportion of census tracts showing evidence of 

gentrification in the ECT and RLS MSAs (see Table XXIII).  

 

Table XXXII Strategy of Random Undersampling 

MSAs 

Random Sampling 

in Non-Gentrified 

Census Tracts 

Group 

% 

Gentrified and 

Somewhat 

Gentrified Census 

Tracts Group 

% Merged Data % Total 

ECT 734/ 7,302   10.05 %  667/ 7,969  8.40% 1,401 17.58% 7,969 

RLS 423/ 4,388   9.64 % 446/ 4,834  9.23% 869 17.98% 4,834 

Total 1,157/ 11,690   9.90 % 1,113/ 12,803 8.70% 2,270 17.73% 12,803 

 

After the cases were extracted, the collected non-gentrified census tracts and the 

census tracts related to gentrification were merged. Therefore, a randomly selected 

sample of 17.73% of the total 12,803 census tracts was obtained. The disadvantage of 

undersampling is the loss of a large amount of information. However, it is one of the 

conventional methods for handling unbalanced data in a large dataset, and loss of 

information is unavoidable in creating a balanced dataset. Balanced data are critical to 

SEM. 

Because this research only collected census tract data from six ECT MSAs and six 

RLS MSAs, careful attention was paid to random undersampling because random 

undersampling can create biased samples. For example, census tracts in the urban areas 

of Boston Area make up about 12% of the total census tracts in the ECT MSAs. 
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Therefore, random undersampling should collect about 12% of cases from the urban 

areas of Boston Area. If random undersampling pulls out too much or too little, the 

random sampling may be biased. Therefore, to prevent creating a biased dataset by 

random undersampling, cases were collected to mirror the proportion of MSA census 

tracts in the ECT and RLS groupings (see Table XXIV). 

 

Table XXXIII The Proportion of Census Tracts in ECT and RLS MSAs 

ECT MSAs 

Balanced Data Total Tract 

Tract 
Within 

MSA % 

Within 

Total % 
Tract 

Within 

MSA % 

Within 

Total % 

Austin-Round Rock-San Marcos, TX Metro Area 67 5.04% 3.09% 324 4.10% 2.50% 

Boston-Cambridge-Quincy, MA-NH Metro Area 158 11.89% 7.28% 1,031 12.90% 8.10% 

Charlotte-Gastonia-Rock Hill, NC-SC Metro Area 89 6.70% 4.10% 425 5.30% 3.30% 

New York-Northern New Jersey-Long Island, NY-NJ-PA Metro 
Area 

729 54.85% 33.61% 4,480 56.20% 35.00% 

San Francisco-Oakland-Fremont, CA Metro Area 139 10.46% 6.41% 976 12.20% 7.60% 

Seattle-Tacoma-Bellevue, WA Metro Area 147 11.06% 6.78% 715 9.00% 5.60% 

Total 1,329 100.00% 61.27% 7,969 100.00% 62.20% 

RLS MSAs 

Balanced Data  Total Tract 

Tract 
Within 

MSA % 

Within 

Total % 
Tract 

Within 

MSA % 

Within 

Total % 

Baltimore-Towson, MD Metro Area 110 13.10% 5.07% 669 13.80% 5.20% 

Cleveland-Elyria-Mentor, OH Metro Area 112 13.33% 5.16% 625 12.90% 4.90% 

Detroit-Warren-Livonia, MI Metro Area 225 26.79% 10.37% 1,270 26.30% 9.90% 

Flint, MI Metro Area 16 1.90% 0.74% 115 2.40% 0.90% 

Philadelphia-Camden-Wilmington, PA-NJ-DE-MD Metro Area 252 30.00% 11.62% 1,474 30.50% 11.50% 

Pittsburgh, PA Metro Area 125 14.88% 5.76% 681 14.10% 5.30% 

Total 840 100.00% 38.73% 4,834 100.00% 37.80% 
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Through the undersampling and merging methods, a new sample was created to 

estimate structural equation modeling. The data sample size of each urban area has a 

similar proportion to the share of total census tracts in both MSAs. Therefore, the final 

dataset is composed of 1,329 census tracts from the ECT MSAs and 840 census tracts 

from the RLS MSAs (see Table XXXIV). This represents 16.7% of the total number of 

ECT MSA census tracts and 17.4% of the RLS MSA census tract total.  

 

Table XXXIV Final Data Size 

MSAs 
Final Data 

Total Tract 
Tract % 

ECT 1,329 16.7% 7,969 

RLS 840 17.4% 4,834 

 

4.5.5. Normal Distribution of Data 

Structural equation modeling is an inferential method. Therefore, SEM should 

follow the rules of inferential statistics. One of those rules is normal distribution, but the 

NCDB data set did not show normal distribution. There are several ways to normalize a 

data set. For example, natural log can make skewness and kurtosis gentle. However, 

natural log could not overcome the high kurtosis seen in several variables of the NCDB 

dataset. Therefore, a two-step approach modeled by Templeton (2011) was used to 

transform the non-normally distributed data into the assumed normal distribution. “Step 1 

involves transforming the variable into a percentile rank, which will result in uniformly 

distributed probabilities. Step 2 applies the inverse-normal transformation to the results of 

the first step to form a variable consisting of normally distributed z-scores” (Templeton, 

2011, p. 41). 
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𝑆𝑡𝑒𝑝 1 … … … … . 𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑖𝑙𝑒 𝑅𝑎𝑛𝑘 = 1 −
[𝑅𝑎𝑛𝑘(𝑋𝑖)]

𝑛
 

Where,  

Rank(𝑋𝑖) = Rank of value(𝑋𝑖) 

n = sample size 

𝑆𝑡𝑒𝑝 2 … … … … … … . . 𝜇 + √2𝜎 𝑒𝑟𝑓−1(−1 + 2 Pr) 

Where, 

P =z-score resulting from Step 2 

μ = mean pf p (recommendation is 0 for standardized z-scores) 

σ = standard deviation of p (recommendation is 1 for standardized z-scores) 

𝑒𝑟𝑓−1 = inverse error function 

Pr = probability that is the result of step 1 

Source : Templeton (2011, p. 45) 

 

 

All these formulas have been transformed through the Rank Cases function and 

Compute Variable function (inverse DF) in SPSS Statistics 22. Despite the two-step 

normalizing data method, a few variables in the dataset still had skewness and kurtosis 

issues (see Table XXV).  
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Table XXXV Skewness and Kurtosis 
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Variable 

N Skewness Kurtosis Result of 1.96 Rule 

Statistic Statistic Std. Error Statistic Std. Error Skewness Kurtosis 

EDUC160 1329 -.037 .067 .071 .134 -0.545 0.528 

QUAOCC0 1329 -.040 .067 .079 .134 -0.598 0.591 

QUIOCC0 1329 -.038 .067 .071 .134 -0.563 0.530 

GENOCC0 1329 -.036 .067 .076 .134 -0.543 0.567 

M_UFAM0 1329 -.024 .067 .090 .134 -0.357 0.673 

TOTHSUN0 1329 -.040 .067 .103 .134 -0.596 0.770 

OWNOCC0 1329 -.028 .067 .076 .134 -0.416 0.565 

PRSOWNU0 1329 -.024 .067 .095 .134 -0.361 0.708 

MCNKID1A 1329 -.089 .067 .262 .134 -1.327 1.954 

GENOCCA 1329 -.122 .067 .271 .134 -1.821 2.021 

MDFAMY1A 1329 -.134 .067 .277 .134 -1.998 2.066 

M_UFAM1A 1329 -.091 .067 .315 .134 -1.352 2.348 
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Variable 
N Skewness Kurtosis Result of 1.96 Rule 

Statistic Statistic Std. Error Statistic Std. Error Skewness Kurtosis 

EDUC160 840 .390 .084 .496 .169 4.628 2.942 

QUAOCC0 840 .223 .084 .389 .169 2.646 2.311 

QUIOCC0 840 .175 .084 -.169 .169 2.070 -1.005 

GENOCC0 840 .233 .084 .199 .169 2.759 1.179 

M_UFAM0 840 .246 .084 -.087 .169 2.921 -0.514 

TOTHSUN0 840 .200 .084 -.348 .169 2.371 -2.066 

OWNOCC0 840 .093 .084 -.198 .169 1.101 -1.177 

PRSOWNU0 840 .093 .084 -.210 .169 1.103 -1.247 

MCNKID1A 840 -.127 .084 .091 .169 -1.504 0.543 

GENOCCA 840 -.023 .084 -.241 .169 -0.271 -1.429 

POP2044_1A 840 -.013 .084 -.104 .169 -0.152 -0.616 

TOTHSUN1A 840 -.055 .084 -.321 .169 -0.647 -1.903 

 

There are several ways to decide whether a dataset has skewness and kurtosis 

issues (peak or flat). Also, there are various thresholds for determining skewness and 

kurtosis. This dissertation employed the 1.96 rule (Ghasemi and Zahediasl, 2012). When 

the measured skewness is divided by the standard error of skewness and the measured 

kurtosis is divided by the standard error of kurtosis, the divided value should be between 

-1.96 and +1.96. If the divided value is not in the range, the level of skewness or kurtosis 

is considered problematic.  
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Table XXXVI Tests of Normality 
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Tests of Normality 

Variables 
Kolmogorov-Smirnova Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

EDUC160 .005 1329 .200* 1.000 1329 .999 

QUAOCC0 .007 1329 .200* 1.000 1329 .999 

QUIOCC0 .007 1329 .200* 1.000 1329 .998 

GENOCC0 .006 1329 .200* 1.000 1329 .998 

M_UFAM0 .007 1329 .200* 1.000 1329 .999 

TOTHSUN0 .006 1329 .200* 1.000 1329 .997 

OWNOCC0 .007 1329 .200* 1.000 1329 .999 

PRSOWNU0 .004 1329 .200* 1.000 1329 .999 

MCNKID1A .007 1329 .200* .998 1329 .091 

GENOCCA .010 1329 .200* .998 1329 .059 

MDFAMY1A .007 1329 .200* .995 1329 .000 

M_UFAM1A .007 1329 .200* .997 1329 .021 
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Tests of Normality 

Variables 
Kolmogorov-Smirnova Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

EDUC160 .038 840 .007 .991 840 .000 

QUAOCC0 .032 840 .046 .995 840 .007 

QUIOCC0 .022 840 .200* .997 840 .136 

GENOCC0 .027 840 .189 .995 840 .010 

M_UFAM0 .041 840 .002 .995 840 .005 

TOTHSUN0 .038 840 .005 .993 840 .001 

OWNOCC0 .027 840 .191 .998 840 .273 

PRSOWNU0 .022 840 .200* .998 840 .270 

MCNKID1A .024 840 .200* .998 840 .375 

GENOCCA .013 840 .200* .999 840 .783 

POP2044_1A .012 840 .200* 1.000 840 1.000 

TOTHSUN1A .021 840 .200* .998 840 .321 

*. This is a lower bound of the true significance.   

a. This is a lower bound of the true significance. 

  

 

After the data were transformed, the dataset was assessed for normality. Some 

researchers and statisticians argue that the Shapiro-Wilk (SW) test is more valid than the 

Kolmogorov-Smirnov (KS) test. However, this dissertation comprehensively evaluated 

normality of the dataset through the KS and SW test indices, histogram normality curve, 

and the normal quantile-quantile plot (Q-Q plot) (see Table XXVII). Data from the 

sample of ECT MSAs satisfied the KS and SW significance levels, the normality curve 

pattern of the histogram, and the Q-Q plot.  

However, the normality tests revealed problems with some variables in the group of 
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RLS MSAs. The variables EDUC160, M_UFAM0, and TOTHSUN0 showed a significant 

p value, indicating that the three variables were not normally distributed. However, the 

normal quantile-quantile plots (Q-Q plot) of these variables did not show abnormal 

curves, and the histogram normality curves indicated normal distribution. (Razali & Wah, 

2011) provides guidance on which results are considered more reliable: “The normal 

quantile-quantile plot (Q-Q plot) is the most commonly used and effective diagnostic tool 

for checking normality of the data” (p. 21). Therefore, this dissertation considered data in 

the RLS MSAs to be normally distributed.  

 

4.5.6. Multicollinearity  

Multicollinearity refers to a circumstance where there are linear relationships 

between independent variables. Therefore, multicollinearity is to be avoided in most 

inferential statistical methods. It is one of the important prerequisite conditions for 

inferential statistical methods. Multicollinearity is detected by tolerance or variance 

inflation factor (VIF) values. However, interpreting tolerance and VIF values varies 

depending on researchers. This dissertation used the most common threshold, which is 

that VIF values of all variables were less than 10 (Kayhan, McCart, and Bhattacherjee, 

2010). To address observed issues of multicollinearity in the dataset, variables having a 

problem with multicollinearity were removed from the list of variables (see Table 

XXVIII). After removing the variables exhibiting multicollinearity, confirmatory factor 

analysis was used to create latent variables from the correlated variables.  
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Table XXXVII Tests of Multicollinearity 

No 

ECT Model RLS Model 

Variable 
Collinearity Statistics 

Variable 
Collinearity Statistics 

Tolerance VIF Tolerance VIF 

1 EDUC160 .272 3.676 EDUC160 .273 3.663 

2 QUAOCC0 .217 4.616 QUAOCC0 .255 3.927 

3 QUIOCC0 .296 3.380 QUIOCC0 .258 3.871 

4 GENOCC0 .122 8.203 GENOCC0 .123 8.129 

5 M_UFAM0 .292 3.420 M_UFAM0 .270 3.710 

6 TOTHSUN0 .407 2.459 TOTHSUN0 .292 3.429 

7 OWNOCC0 .177 5.652 OWNOCC0 .119 8.436 

8 PRSOWNU0 .189 5.290 PRSOWNU0 .153 6.522 

9 MCNKID1A .198 5.055 MCNKID1A .320 3.126 

10 GENOCCA .317 3.157 GENOCCA .259 3.866 

11 MDFAMY1A .509 1.965 POP2044_1A .236 4.229 

12 M_UFAM1A .147 6.816 TOTHSUN1A .183 5.468 

Dependent Variable: LOWFAM0 

 

4.6. Methodology 

4.6.1. Structural Equation Modeling 

This section introduces the basic concept, fundamental principle, functions, and 

benefits of SEM based on Byrne's (2010) Structural Equation Modeling with AMOS. 

Structural equation modeling (SEM) is an inferential statistical method using a 

confirmatory approach to analyzing the structural theory of phenomena of interest. SEM 

shows causal processes that generate factors on multiple indicators. The causal processes 

of hypotheses are depicted by a series of structural equations. Therefore, these structural 

relations can be clearly conceptualized through the simple graphics. (Byrne, 2010).  

In many areas of research, several components cannot be observed directly. “An 

example of a component difficult to observe directly in education is study achievement; 

in business, customer satisfaction; in economics, capitalism and social class” (Byrne, 
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2010, p. 4). However, many theoretical explanations often describe social phenomena 

through these unobservable components. Often in such cases, researchers use factor 

analysis as a data reduction strategy and create latent variables (or factors). These latent 

variables are commonly used as independent or dependent variables in statistical 

analyses. The benefit of SEM is its ability to embody theoretical explanation in a model 

by using latent variables.  

 
Figure 18.  General Structural Equation Model Demarcated Into Measurement and Structural Components 

Source: Structural Equation Modeling with AMOS (Byrne, 2010, p. 13) 

 

Figure 18 represents each function of a general SEM. First, the measurement model 

section shows the Confirmatory Factor Analysis (CFA) creating latent variables 1 and 2 

through observations 1 to 5. The left rectangle represents a one-factor model (Latent 

Variable 1) measured by three observations, and the right rectangle shows a one-factor 

model (Latent Variable 2) measured by two observations. The created latent variables 1 

and 2 are distinguished as an independent variable (Latent Variable1) and a dependent 
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variable (Latent Variable 2). Variable 1 is also an exogenous variable, and Variable 2 is an 

endogenous variable. Exogenous variables cause fluctuations in the values of other latent 

variables in the model (Byrne, 2010). In SEM, latent variables also can simultaneously 

become endogenous and exogenous variables when the latent variables play the role of 

mediators.  

 

4.6.2. Confirmatory and Exploratory Factor Analysis 

The oldest and best-known statistical procedure for investigating relations between 

sets of observed and latent variables is factor analysis (Byrne, 2010). As Figure 9 shows 

above, SEM has two different sections: the measurement model and the structural 

component. In the measurement model section, factor analysis is used. According to 

Byrne (2010), exploratory factor analysis (EFA) is designed for situations where links 

between observed and latent variables are unknown or uncertain. In contrast to EFA, 

confirmatory factor analysis (CFA) is appropriately used when the researcher has some 

knowledge of the underlying structure of latent variables (see Figure 19).  

 

Figure 19.  CFA and EFA 

 

 


