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Abstract. We investigate, design, and develop a prototype real-time synchronous receiver for the second-generation quantum communicator recently developed at the National Aeronautics and Space Administration (NASA) Glenn Research Center. This communication system exploits the temporal coincidences between simultaneously fired low-power laser sources to communicate at power levels several orders of magnitude less than what is currently achievable through classical means, with the ultimate goal of creating ultra-low-power microsize optical communications and sensing devices. The proposed receiver uses a unique adaptation of the early-late gate method for symbol synchronization and a newly identified 31-bit synchronization word for frame synchronization. The receiver, implemented in a field-programmable gate array (FPGA), also provides a number of significant additional features over the existing non-real-time experimental receiver, such as real-time bit error rate (BER) statistics collection and display, and recovery and display of embedded textual information. It also exhibits an indefinite run time and statistics collection. © 2009 Society of Photo-Optical Instrumentation Engineers. [DOI: 10.1117/1.3241968]
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1 Introduction

In this paper, we investigate, design, and develop a prototype synchronous real-time receiver for the second-generation quantum communicator recently developed at the National Aeronautics and Space Administration (NASA) Glenn Research Center (GRC). This communication system utilizes the temporal coincidences between simultaneously fired ultra-low-power laser sources to communicate at power levels several orders of magnitude less than what is currently achievable through classical means. The ultimate goal is to create ultra-low-power microsize optical communications and sensing devices for use in microbots and microspacecraft in support of future NASA exploration missions. The remainder of this paper is organized as follows. Section 2 introduces two generations of the quantum communicator concept, and presents the second generation in detail. Section 3 describes the current experimental setup, and introduces the proposed receiver. In Secs. 4 and 5, we develop and analyze symbol and frame synchronization techniques. In Secs. 6–8, we present bit-error rate (BER) statistics collection and display approaches, and the field-programmable gate array (FPGA) implementation. Conclusions are presented in Sec. 9.

2 GRC Quantum Communicator

The quantum communicator concept is based on defining the data signal in terms of temporal coincidences of photons or light pulses received on two independent channels. The data is encoded through the simultaneous release of photons or simultaneous firing of pulsed lasers on two or more collinear beams (channels) propagating through free space. Detection is performed by comparing the number of coincidences per bit from a coincidence detector to a threshold level for a two-channel system, or by comparing the numbers from two coincidence detectors for a multi-channel system. The number of accidental coincidences due to the presence of ambient light (noise) is much smaller than that of signal coincidences, affording reliable communications under very low signal-to-noise ratios (SNRs).

Illustrated in Fig. 1 is a two-channel system concept. The data sequence $1011$ is encoded by three signal photons for each 1, simultaneously fired on channels A and B. Photons from the background radiation are also received independently on the two channels. The coincidence detector will recover signal coincidences and accidental coincidences. Detection is performed by comparing the coincidence counts per bit to a threshold level.

The first-generation quantum communicator implemented by the Quantum Communications and Sensing Team at NASA GRC utilized the quantum entanglement property of phase-entangled photons to generate simultaneously released photons. The second generation employs up to four channels of simultaneously fired pulsed laser sources for significantly more efficient coincident signal generation. Current ex-
Experimental implementation allows for a data rate of 100 kbits/s with 10 laser pulses per bit. The coincidence detector window size is adjustable around 10 ns.

Data encoding with the four-channel system is accomplished by simultaneous firing of laser pulses on channels A and B for each 1, and simultaneous firing on channels C and D for each 0, as illustrated in Fig. 2. A comparison of the number of A to B coincidences (hereafter referred to as channel 1) and the number of C to D coincidences (hereafter referred to as channel 2) produces the detected data symbol. For the three-channel system, channel A may fire continuously while channel B fires for each 1 and channel C fires for each 0. Detection is accomplished by comparing A to B coincidences with A to C coincidences.

3 Experimental Setup

The current experimental setup allows for repetitive transmission of a pre-stored sequence of 16,384 bits. The receiver simply stores the coincidence times from the two coincidence detectors (channels 1 and 2) for a total of 65,536 data points. This corresponds to about 5000 to 20,000 data bits, depending on the amount of background radiation and signal loss. Analysis is performed by postprocessing of the stored coincidence times, which involves the estimation of symbol boundaries, detection of symbols and BER computation.

The proposed experimental setup includes the same transmitter as before. The receiver, however, is a real-time synchronous receiver with significant additional capabilities. The proposed receiver, to be implemented on an FPGA, performs symbol synchronization (data clock recovery), data detection, frame synchronization, on-the-fly BER statistics collection and display, and recovery and display of embedded textual information. It also enjoys an infinite run time and statistics collection.

4 Symbol Synchronization

For symbol synchronization, we chose to adapt an early-late gate type of closed-loop synchronizer to the quantum communicator. Early-late gate synchronizers (Ref. 7, pp. 628–631) are commonly used for rf communications and can be adapted in a straightforward manner for use in classical optical communications. However, their use for a discrete event-counting type of an optical communication system is a first in our application.

The early-late gate concept is a simple one. As shown in Fig. 3, the receiver computes an early integral (from 0 to T-d) and a late integral (from d to T) of the demodulated signal within the estimated T-s symbol window (gate). If the estimate is correct, both early and late integrals produce the same result in the absence of noise. If the estimate is incorrect, either the early (for advanced timing) or the late
(for retarded timing) integral will produce a result smaller in absolute value. The difference of the absolute values of the early and late integrals produces the feedback signal, which is used to adjust the timing. Of course, if there is no level transition in the demodulated signal, the feedback error will be zero, again in the absence of any noise. Illustrated at the right of Fig. 3 is an advanced timing estimate, which would produce a negative feedback error that in turn would retard the timing.

Adaptation of this idea to the quantum communicator involves counting coincidences rather than performing integrals. The performance of the synchronizer is limited by the time resolution of the received signal in this case. Specifically, since we have 10 discrete pulses per data bit, the synchronizer cannot resolve timing differences of less than 0.17. This corresponds to a possible timing offset of up to 0.057 (in either direction) even when the feedback error is zero, in the absence of any noise.

We seek to implement the proposed symbol synchronizer in an FPGA running a system clock rate of 100 MHz. This corresponds to 1000 system clock pulses per symbol period (for a 100-kbits/s data rate of the current experimental setup). The operation of the synchronizer is illustrated in Fig. 4. The early integral corresponds to a count, over the first half of the symbol period (500 clock pulses nominally), of the difference between channel 1 coincidences and channel 2 coincidences, while the late integral corresponds to the same count over the second half of the symbol period. Here, \( d \) is taken to be \( T/2 \). The feedback error, defined as before, is multiplied by the integer loop gain and the result is subtracted from 500 to obtain the duration of the half symbol period for the next symbol. The net result is either retardation or advancement of the symbol timing estimate, in terms of the number of clock pulses per half symbol period.

We simulated the performance of the symbol synchronizer using Mathcad with both simulated and experimentally collected data of varying background noise and signal loss levels. Figure 5 plots the performance of the proposed synchronizer in terms of the absolute value of the timing offset normalized by the symbol period for approximately 11,000 bits of experimentally collected data. The root-mean-square (rms) value of the timing offset (rms jitter) for this example was calculated to be approximately 0.047, which agrees well with the one-sided timing resolution of 0.057.

In addition to timing jitter, another crucial measure of performance for the symbol synchronizer is the synchronization acquisition time. Based on all the experimental data collected, worst-case acquisition time with a sequence of alternating 1's and 0's, and starting with a 0.57 \( T \) offset is about 60 bits for a feedback loop gain of 0.0087 (8 clock pulses). This value of the feedback gain provides the best compromise between a fast acquisition time and a low timing jitter. Figure 6 shows the symbol timing acquisition with an initial timing offset of 0.47 for a relatively noisy and lossy sequence of alternating 1's and 0's, while Fig. 7 shows the midstream timing estimate and observed channel 1 coincidences for the same data set.

Note that in addition to proportional feedback, integral feedback was also studied and found to be useful only when there is more than 0.1% offset between the transmitter and receiver master clocks. However, only proportional feedback was considered for the proposed implementation.

5 Frame Synchronization

Frame synchronization is essential for identifying the beginning of valid data within a received data packet. After symbol synchronization takes place, a unique frame synchronization word is transmitted to signal the beginning of valid data.

We chose to use a 128-bit preamble for symbol and frame synchronization in the proposed experimental setup.
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Fig. 5 Experimental data: timing jitter.
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Fig. 6 Experimental data: acquisition with 0.47 initial timing offset.

Channel 1 Coincidences and Estimated Boundaries

Fig. 7 Experimental data: synchronization with a noisy and lossy signal.
As shown in Fig. 8, the preamble consists of a 97-bit sequence of alternating 1's and 0's, starting and ending with a 1, for symbol synchronization, and a 31-bit unique word for frame synchronization. Based on worst-case symbol timing acquisition simulations, 97 bits of alternating 1's and 0's should be more than sufficient for symbol timing acquisition.

The two crucial measures of performance for frame synchronization are detection probability and false alarm probability. Due to channel errors, one cannot expect a complete match between the reference frame synchronization word stored in the receiver and the sequence received from the channel. Therefore, the receiver should declare a “match,” or detection, with less than a complete match between the received sequence and the reference word. Clearly, one objective is to maximize the probability of such a match, or the detection probability. A second objective is, then, to minimize the probability of such false detections, or the false alarm probability. These two objectives are conflicting goals since relaxing the detection criteria increases both probabilities, while tightening them decreases both. On the other hand, reducing the channel error rate, increasing the synchronization word size, and optimizing the synchronization word support both objectives.

Qualities of a good synchronization word are a low autocorrelation and a low cross-correlation with the preceding sequence for minimization of the false alarm probability. Such sequences have been studied for decades (see, e.g., Refs. 8–10), and low-autocorrelation sequences exhibiting low cross-correlations with preceding all 0's, preceding all 1's, and preceding random bits are known. There exists, however, no prior study of sequences exhibiting low cross-correlations with a preceding sequence of alternating 1's and 0's. We therefore performed an exhaustive search of all sequences of up to 32 bits in length with minimum autocorrelation and cross-correlation with alternating 1's and 0's. Our search was limited to a maximum length of 32 bits due to the exponentially increasing run times and bit-level manipulation within a (32-bit) integer to increase coding efficiency.

We identified a 31-bit sequence, 0 0 0 0 0 0 1 0 0 1 1 1 0 1 0 0 0 1 1 1 0 0 1 1 1 0 1 0 1 0 1 0, that gave reasonable performance. Setting the false alarm probability to be approximately equal to the miss probability (1 − detection probability), we found that 23 matches out of 31 provides the best compromise between detection and false alarm probabilities. Figure 9 plots the probability of a match for the identified sequence (where a match is defined as at least 23 out of 31 bits matching) as a function of position before the arrival of the actual synchronization word for a worst-case channel error probability of ρ = 0.1. The detection probability is shown at position 0, and false alarm probabilities are shown at negative positions.

For the design channel error probability of ρ = 0.1, the detection probability is 1 − 2.6 × 10⁻³ and the overall false alarm probability is less than 4.1 × 10⁻⁴. Both probabilities improve rapidly with decreasing channel error rates, with the detection probability reaching 1 − 1.7 × 10⁻¹¹ and the
false alarm probability reaching under $5.1 \times 10^{-11}$ at a conservative channel error probability of $p=0.01$.

6 BER Statistics Collection

One convenient feature of the proposed experimental setup for the quantum communicator is the real-time BER statistics collection and display. As stated before, the current transmitter is capable of continuously transmitting pre-stored sequences of length up to 16,384 bits. We chose to store a pseudonoise (PN) sequence in the transmitter memory and synchronously generate the same sequence at the receiver for error statistics collection.

As shown in Fig. 10, the first 128 bits of the 16,384-bit sequence stored at the transmitter are reserved for symbol and frame synchronization. The next 1024 bits are reserved for textual information, which is discussed in the next section. The remaining 15,252 bits are obtained from a particular PN sequence. At the receiver side, once the frame synchronization word is detected, the same PN sequence is generated repeatedly using a 14-stage linear feedback shift register PN generator. The last bit of the resulting 16,384-bit sequence is repeated once to bring the total number of bits per cycle to 16,384. BER statistics collection starts 1024 bits after the detection of the frame synchronization word to skip the textual information. The last 128 bits are also skipped in each cycle to ignore the repetitive transmission of the synchronization bits. BER statistics collection therefore takes place over the remaining 15,252 bits for each cycle.

Bits in error are identified by comparing the detected bit
with the locally generated replica at the receiver. We chose to make use of an on-board 8-digit LCD display on the Actel Fusion™ Starter Kit for BER statistics display. The total number bits in error and the total number of bits received are displayed in turn every 200,000 bits (approximately every 2 s). BER statistics collection can go on indefinitely or at least until $10^6$ errors are collected.

7 Textual Information Display
An additional, “nice-to-have” feature of the experimental setup we propose for the quantum communicator is the ability to decode and display textual information embedded in the transmitted data. For this purpose, the first 1024 bits of “valid” data after the frame synchronization word are reserved for 128 characters of text, as shown in Fig. 11.

At the receiver, once the synchronization word is detected, the next 1024 bits are written into a RAM. The stored textual information is then decoded and continuously scrolled through the 8-digit on-board LCD display at a rate of 3 characters/s. BER statistics collection and textual information decoding simultaneously takes place at the receiver, and either can be displayed at any time by throwing a switch.

8 FPGA Implementation
Complete receiver design was implemented using Libero™ IDE y7.2 (Ref. 12) for Actel Fusion™ ASP6000 FPGA chip. Figure 12 shows the top-level block diagram of the receiver implementation.

9 Conclusions and Future Work
We investigated, designed, and implemented a real-time synchronous receiver for the second-generation quantum communicator being developed at NASA GRC. The receiver uses a unique adaptation of the early-late gate method for symbol synchronization and a newly identified 31-bit word for frame synchronization. The receiver also provides a number of significant additional features such as real-time BER statistics collection and display, and recovery and display of embedded textual information. It also exhibits indefinite run time and statistics collection.

Further studies will concentrate on error control coding techniques for, and improved generations of, the quantum communicator. Our ultimate goal is to create reliable ultralow-power microsize optical communications and sensor devices.
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