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1. Introduction

The total cavopulmonary connection (TCPC) \cite{1} is the most preferred surgical procedure to treat children with congenital heart disease that involves single-ventricle physiology. It is a (multistage) surgical connection of the superior and inferior vena cava (SVC and IVC, respectively) with the left and right pulmonary arteries (LPA and RPA, respectively) bypassing the right side of the heart. The superiority of TCPC over previous connections \cite{2-4} is partially due to the more streamlined flow patterns in TCPC, less flow disturbances and, thus, lower blood flow energy losses. Conserving as much as possible the mechanical energy of blood that flows through the connection is of crucial importance, considering that the single ventricle is responsible for both the systemic and the pulmonary circulation. As a result, the fluid mechanical optimization of the TCPC has been investigated through several in vitro, numerical and in vivo studies \cite{5-18}, leading to improvements in the connection between the caval and pulmonary vessels.

To evaluate the fluid mechanical performance of TCPC, most previous experimental and numerical studies either addressed the flow patterns qualitatively via flow visualization or quantitatively by determining the mechanical
energy losses from the mechanical energy balance equation. Although easily implemented experimentally, the mechanical energy balance approach is clinically impractical because it requires precise invasive pressure measurements in all four vessels (SVC, IVC, RPA and LPA) in infants and children. It is also of questionable reliability because of uncertainties in catheter localization and possible catheter movement in the flow field. Therefore, there is a need for a reliable, completely noninvasive approach to provide the energy dissipation in the TCPC.

Based on fluid mechanics theory [19], the fluid mechanical energy loss in the TCPC should be due to viscous dissipation (VD). This theory was validated by recent computational fluid dynamics (CFD) studies [20,21] that showed a close agreement between the calculated VD and the mechanical energy balance results of energy loss. In contrast to the mechanical energy balance approach, the calculation of the VD does not require any pressure data; only the three spatial components of the fluid velocity vector are necessary. Magnetic resonance (MR) phase velocity mapping (PVM) [22] is currently the only established clinical technique to measure all three spatial components of the velocity vector in every volume element of an imaging slice, showing high in vitro and in vivo accuracy and precision [23–34]. The advantage of MR PVM to measure the three-directional blood velocity has enabled the generation of velocity vector maps in vitro and in vivo, showing (qualitatively) the fluid mechanical superiority of the TCPC over other connections and the importance of the presence of caval offset and flaring at the connection site [14,15,33–36].

The presence of the VD method combined with the availability of MR PVM offer a great potential for the development of a noninvasive protocol to quantitatively determine the energy losses of the TCPC in patients without the need for invasive pressure measurements. Nevertheless, before successfully applying the VD method clinically using MR PVM, it is necessary to assess the feasibility of the approach in a realistic clinical setting. Therefore, the aim of this study was to determine the potential of MR PVM to quantify the VD with reliability. MR PVM experiments and CFD simulations were performed in two flow models, and the experimental VD results were compared with the computational VD results that were used as reference.

2. Methods

The study consisted of two parts. In the first part, a simple U-shaped tygon tube was used to examine the feasibility of the VD method in a simple flow model free of the flow disturbances seen in TCPC. In the second part, a glass TCPC model was used to investigate the potential of the VD method in a physiologically more relevant flow environment.

2.1. U-shaped tube studies

Experimental and CFD studies were performed with a U-shaped tygon tube with an inside diameter of 12.5 mm and a radius of curvature of the bend equal to 75 mm (Fig. 1). To perform the experimental MR studies, the tube was mounted inside a polycarbonate container that was filled with water covering the tube in order to ensure a strong MR signal. The test section was then connected to a steady flow loop and it was inserted inside the bore of a 1.5-T whole-body Magnetom Sonata MR scanner (Siemens Medical Solutions, Erlangen, Germany). Water was circulated in the flow loop under steady-state conditions adjusted via valves and monitored via a precalibrated rotameter (Dakota Instruments, Orangeburg, NY, USA). A phased-array receiver coil was used to cover the test section in order to improve the signal-to-noise ratio and, thus, image quality.

Initial gradient-echo scout images were acquired to determine the position of the tube. Then, two types of MR acquisitions were performed. The first type consisted of a series of contiguous transverse images perpendicular to the tube long axis along the straight part of the tube, and oblique images, perpendicular to the tube long axis along the bend, covering the entire tube in order to provide the magnitude images for the computational reconstruction of

---

**Fig. 1.** The U-shaped tube model. The model was made of flexible tygon tubing; it was mounted in a polycarbonate vessel and connected to a steady flow loop.

**Fig. 2.** Slice placement in the tube model for the MR PVM measurements. (A) Transverse slice orientation: 20 contiguous slices, 5 mm thick, were placed from the top of the bend to 10 cm away from it. (B) Coronal slice orientation: three contiguous slices, 5 mm thick, were placed covering the entire cross section of the tube.
the geometry. The pulse sequence used was a gradient-echo with a slice thickness (ST) of 3 mm, a field of view (FOV) of 256×256 mm and a matrix size of 256×256 (thus resulting in an in-plane resolution of 1×1 mm).

The second type of MR acquisitions was performed to acquire the three-directional velocity data in order to experimentally apply the VD method and calculate the energy loss in the tube. The MR PVM image acquisition was performed by using a segmented k-space gradient-echo sequence, with three lines per segment, in two orientations, transverse and coronal (Fig. 2), in order to examine the effect of imaging slice orientation on the VD results. In the transverse orientation, a total of 20 contiguous images were acquired with a ST of 5 mm and a FOV of 192×192 mm. Three matrix sizes were used, 192×192, 256×256 and 320×320, resulting in an in-plane spatial resolution of 1×1, 0.8×0.8 and 0.6×0.6 mm, respectively. The effective repetition time (TR) was varied between 38 and 50 ms and the shortest echo time (TE) was used. The velocity encoding limit (Venc) was set to 60 cm/s. Similarly, in the coronal orientation, three contiguous images were acquired with a ST of 5 mm and a FOV of 256×256 mm. Three matrix sizes were used, 256×256, 320×320 and 448×448, resulting in an in-plane spatial resolution of 1×1, 0.8×0.8 and 0.6×0.6 mm, respectively. The effective TR was varied between 41 and 62 ms and the shortest TE was used. The Venc was again set to 60 cm/s. The MR PVM measurements were performed for two flow rates, 0.75 and 1.2 L/min. The corresponding Reynolds numbers were approximately 1250 and 2050, respectively, reflecting laminar flow.

The MR images that were acquired to construct the computational model were imported into a MATLAB code (The MathWorks, Natick, MA, USA) that recorded the spatial coordinates of the tube wall. These coordinates were then imported into the three-dimensional modeling software package Rhinoceros (Robert McNeel & Associates, Seattle, WA, USA) as point clouds, so that all of the points associated with a particular curve were imported at the same time while maintaining their relationship to one another. A nonuniform, rational B spline was fit to the imported coordinates. Once all of the curves were created, they were smoothed to remove the roughness caused by partial volume effects. After smoothing, a surface was lofted over the curves. The use of both the transverse and the oblique images allowed the surface of the entire phantom to be created in a single step, as the curves provided the software with a logical lofting path to build the surface. The constructed model was then imported into Gambit (Fluent, Lebanon, NH, USA) and meshed by using hexahedral mesh elements. A series of meshed models was constructed with an increasing number of volume elements (cells), from 3000 to 274,000. The CFD simulations were performed using Fluent (ver. 6.0, Fluent) for the same two flow rates used in the MR PVM experiments (0.75 and 1.2 L/min). Water (ρ=988 kg/m³, μ=0.001 kg/m·s) was chosen as the fluid for the simulations. The experimentally measured inlet velocity profile with MR PVM was imported into Fluent as the inlet velocity boundary condition for the simulations. A zero gauge pressure was selected as the outlet boundary condition for all simulations.

2.2. TCPC phantom studies

Similar studies were performed with a TCPC phantom with curved connections between the SVC and the LPA and between the IVC and the RPA (Fig. 3). The inside diameter of the venae cavae and the pulmonary arteries was 14 mm. There was an offset of one caval diameter between the points of connections of the cavae with the pulmonary arteries. Water was again used as the working fluid and its flow rate was adjusted via a series of valves with the help of three precalibrated rotameters (Dakota Instruments, Orangeburg, NY, USA).
A series of transverse gradient-echo images were acquired to construct the computational model for the CFD simulations in a similar manner to that described for the tube studies in the previous section. Then, segmented $k$-space (three lines per segment) MR PVM acquisitions were performed to acquire the three-directional velocity data for the VD method in two orientations, transverse and coronal (Fig. 4) in order to examine the effect of imaging slice orientation on the VD results. In the transverse orientation, a total of 36 contiguous images were acquired with a ST of 5 mm and a FOV of 256x256 mm. Three matrix sizes were used, 256x256, 320x320 and 448x448, resulting in an in-plane spatial resolution of 1x1, 0.8x0.8 and 0.6x0.6 mm, respectively. The effective TR was varied between 41 and 62 ms and the shortest TE was used. The Venc was set to 60 cm/s. In the coronal orientation, three contiguous slices with a ST of 5 mm and a FOV of 256x256 mm were enough to cover the entire model. Three matrix sizes were used, 256x256, 320x320 and 448x448, resulting again in an in-plane spatial resolution of 1x1, 0.8x0.8 and 0.6x0.6 mm, respectively. The effective TR was varied between 41 and 62 ms and the shortest TE was used. The Venc was again set to 60 cm/s. Flow entered the phantom through the SVC and IVC vessels and exited through the RPA and LPA vessels. Since water was used in the MR experiments, the flow rate was adjusted in order to achieve Reynolds numbers equal to those that would have been achieved with a fluid having a viscosity 3.5 times higher (to match the viscosity of blood) than that of water. The resulting total SVC+IVC flow rate was 1.2 L/min (corresponding to 4 L/min for blood), equally divided between the two cavae. The RPA/LPA flow ratio was varied between 30:70 and 70:30 to simulate a range of resistance in the lungs. The corresponding Reynolds numbers in the cavae and pulmonary vessels were between approximately 540 and 1270, reflecting the nature of laminar flow seen clinically in the TCPC.

The computational model of the TCPC phantom was constructed in the same manner as the computational tube model, based on the transverse images, using Gambit. A
In both geometries, the rate of VD (power loss) was calculated from Eq. (1):

\[
\dot{E}_{\text{loss}} = \mu \sum_{i=1}^{n} \Phi_i V_i
\]

where \( \dot{E}_{\text{loss}} \) is the rate of energy (power) loss (W), \( \mu \) is the dynamic viscosity of the fluid (kg/m·s), \( V_i \) is the volume of each volume element (m\(^3\)) and \( \Phi_i \) is the VD function (s\(^{-2}\)) in each volume element, given Eq. (2) [19]:

\[
\Phi_i = 2 \left[ \left( \frac{\partial v_x}{\partial x} \right)^2 + \left( \frac{\partial v_y}{\partial y} \right)^2 + \left( \frac{\partial v_z}{\partial z} \right)^2 \right] + \left[ \frac{\partial v_x}{\partial x} \right]^2 \\
+ \left[ \frac{\partial v_y}{\partial y} \right]^2 + \left[ \frac{\partial v_z}{\partial z} \right]^2 + \left[ \frac{\partial v_x}{\partial y} + \frac{\partial v_y}{\partial x} \right]^2 + \left[ \frac{\partial v_y}{\partial z} + \frac{\partial v_z}{\partial y} \right]^2 + \left[ \frac{\partial v_z}{\partial x} + \frac{\partial v_x}{\partial z} \right]^2 \\
- \frac{2}{3} \left[ \frac{\partial v_x}{\partial x} + \frac{\partial v_y}{\partial y} + \frac{\partial v_z}{\partial z} \right]^2
\]

where \( v_x, v_y \) and \( v_z \) are the three spatial velocity components (m/s) of the volume element. The velocity gradients in Eq. (2) were calculated as the differences between the velocity values in adjacent volume elements divided by the distance between the centers of these volume elements. This procedure was performed in all three spatial directions and for all three components of the velocity in order to calculate all of the gradients in Eq. (2). These calculations were repeated for all pairs of volume elements in the entire selected volumes of Fig. 6. Then, a summation of all individual dissipation values [Eq. (1)] provided the rate of VD in the entire control volume. Computationally, the VD was similarly calculated in Fluent from the computed velocity data in all volume elements inside the selected volumes of Fig. 6. A user-defined function was used in Fluent to compute the VD combining Eqs. (1) and (2). The VD MR PVM results were compared with the VD CFD results in Table 1.

### Table 1: VD results for the tube model

<table>
<thead>
<tr>
<th>Volume elements*</th>
<th>MR pixel size (mm(^2))</th>
<th>VD (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>CFD</td>
</tr>
<tr>
<td><strong>Flow rate=0.75 L/min</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3,000</td>
<td></td>
<td>0.100</td>
</tr>
<tr>
<td>6,000</td>
<td>1×1</td>
<td>0.106</td>
</tr>
<tr>
<td>10,000</td>
<td>0.8×0.8</td>
<td>0.099</td>
</tr>
<tr>
<td>15,000</td>
<td>0.6×0.6</td>
<td>0.123</td>
</tr>
</tbody>
</table>

| **Flow Rate=1.2 L/min** |         |         |         |         |
| 3,000              |           | 0.265   |         |         |
| 6,000              | 1×1       | 0.279   | 0.194   | 0.229   |
| 10,000             | 0.8×0.8   | 0.260   | 0.275   |         |
| 15,000             | 0.6×0.6   | 0.0328  | 0.320   | 0.411   |

* Approximate values.

2.3. Data analysis

Each MR PVM acquisition provided a pair of magnitude and phase images (Fig. 5). A MATLAB code was constructed to process the images and calculate the VD in each case. Each phase image was processed with MATLAB to convert the phase values to velocity values based on their linear relationship. In both geometries and for both slice orientations per geometry, a control volume was selected inside which the calculations of the VD were performed. In the tube case, the volume extended from the top of the arch to 10 cm away from the arch as shown in Fig. 6A. In the TCPC case, the volume was extended 9 cm in all four vessels from the center of the model, as shown in Fig. 6B.

A series of meshed models were constructed, with an increasing number of volume elements (15,000–300,000 volume elements). The CFD simulations were performed with Fluent under the same flow conditions as those used in the experiments. Water was chosen as the fluid for the simulations. The experimentally measured inlet SVC and IVC velocity profiles with MR PVM were imported into Fluent as the inlet velocity boundary conditions for the simulations, whereas the flow rate split to the RPA and LPA was used as the outlet boundary condition.

**Fig. 7.** Rate of VD (power loss) in the tube model calculated from Eq. (1) using the experimental velocity data for both image slice orientations (MR-Tra, transverse; MR-Cor, coronal) and from the computed velocity data. (A) Flow rate of 0.75 L/min. (B) Flow rate of 1.2 L/min.
results to determine the degree of agreement between them for different spatial resolution settings and flow conditions.

3. Results

3.1. U-shaped tube studies

Fig. 7 shows the calculated VD in the tube for both flow rates. The three spatial resolution settings from the MR PVM measurements (1×1, 0.8×0.8 and 0.6×0.6 mm²) resulted in approximately 6000, 10,000 and 15,000 volume elements. Therefore, the graphs show CFD results corresponding to only this range in order to make a reasonable comparison. The values are also displayed in Table 1. As seen in Fig. 7, for both flow rates, both the CFD and the MR PVM results show an ascending trend as the spatial resolution (and thus the number of volume elements in the selected volume) increases. Since there were CFD and MR PVM results for approximately 6000 and 15,000 volume elements, it was possible to compare the results quantitatively for these two resolution settings. The average difference between the CFD and the coronal MR PVM results for 6000 and 15,000 volume elements was 25% and 16% for 0.75 and 1.2 L/min, respectively. Similarly, the average difference between the CFD and the transverse MR PVM results was 16% and 4% for 0.75 and 1.2 L/min, respectively. The average difference between the transverse and coronal MR PVM results for all three resolution settings was 23% and 15% for 0.75 and 1.2 L/min, respectively.

3.2. TCPC phantom studies

In the TCPC model, the three MR PVM resolution settings resulted in approximately 9000, 15,000 and 23,000 volume elements. Fig. 8 shows the CFD and MR PVM (for both slice orientations) results for a variety of flow splits to the RPA. The MR PVM and the CFD values of VD for the studied range of RPA/LPA flow ratios are also shown in Table 2. The table also shows the average VD values over all flow splits, which are plotted in the graph of Fig. 9. As in the tube case, both the CFD and the MR PVM results show an ascending trend as the spatial resolution increases, although the slope of the MR results is greater than that of the CFD results. Since there were CFD and MR PVM results for approximately 15,000 and 23,000 volume elements, it was possible to compare the results quantitatively for these two resolution settings. The average difference between the CFD and the coronal MR PVM results for 15,000 and 23,000 volume elements was 29%. Similarly, the average difference between the CFD and the transverse MR PVM results was 15%. The average difference between the coronal and transverse MR PVM results for all three resolution settings was 10%.

4. Discussion

The main generator of blood flow in arteries and veins is the pressure from the contraction of the cardiac ventricles. This driving force is necessary to overcome the friction at the wall of the vessels and within the fluid (due to viscosity). The result of this friction is a loss of part of the mechanical energy of the fluid as heat. The traditional
approach to determine this energy loss is by applying the mechanical energy balance in a control volume. The energy loss is found as the difference between the inlet and outlet mechanical energy. The application of the mechanical energy balance in a control volume is shown in Eq. (3):

\[
E_{\text{loss}} = [Q_{\text{SVC}} P_{\text{SVC}} + Q_{\text{IVC}} P_{\text{IVC}} - Q_{\text{LPA}} P_{\text{LPA}} - Q_{\text{RPA}} P_{\text{RPA}}] + \left[ Q_{\text{SVC}}^2 \rho \left( v_{\text{SVC}} \right)^2 + Q_{\text{IVC}}^2 \rho \left( v_{\text{IVC}} \right)^2 - Q_{\text{LPA}}^2 \rho \left( v_{\text{LPA}} \right)^2 \right] - Q_{\text{RPA}}^2 \rho \left( v_{\text{RPA}} \right)^2
\]

(3)

where \( P_i \) is the static pressure (Pa) in each vessel, \( \rho \) is the fluid density (kg/m^3), \( Q_i \) is the volumetric flow rate in each vessel (m^3/s) and \( v_i \) is the cross-sectional average velocity in each vessel (m/s) determined from the flow rate and the vessel area. As can be seen from the equation, in order to calculate the power loss, the pressure has to be measured in the SVC, IVC, LPA and RPA. This is clinically problematic because these measurements can only be performed invasively with catheters placed in all these vessels in a precise manner. Therefore, another method is necessary to determine the energy loss in patients.

In fluid mechanics, this irreversible energy loss, being due to viscous effects, is called viscous dissipation and it can be calculated by applying Eq. (1) and Eq. (2). Computationally, it has recently been shown \[20,21\] that can be calculated by applying Eq. (1) and Eq. (2).

Nevertheless, the ascending tendency of the VD results as the spatial resolution is a key element for the reliability of the method clinically. To better understand the effect of the resolution, we performed a series of CFD simulations increasing the number of volume elements to such levels so that grid independency could be achieved. Fig. 10 shows these simulation results for the VD for both models. In the tube case, the power loss result increases significantly as the resolution increases and it tends to reach a plateau for more than 40,000 volume elements. In the TCPC case, again the power loss results increase with the resolution and a plateau is established for more than 50,000 volume elements. The power loss results calculated using Eq. (1) (VD) agrees very closely with the power loss result calculated using the traditional mechanical energy balance equation [Eq. (3)], with a difference of less than 5% for the tube model and approximately 18% for the TCPC model.

This analysis shows that, indeed, the VD method as applied using MR PVM is a reliable approach for the assessment of the fluid mechanical energy losses in the two models of the study since there is good agreement with CFD results of similar spatial resolution. Nevertheless, an important finding is that the MR PVM results correspond not to the plateau but rather to the ascending parts of the curves of Fig. 10A and B under the spatial resolution settings used in this study (volume element sizes of \(5 \times 1 \times 1\), \(5 \times 0.8 \times 0.8\) and \(5 \times 0.6 \times 0.6\) mm^3). A quantitative analysis shows that the differences of the MR PVM results from the plateau values are in the range of 30–40%. Although this is actually not a big difference considering the nature of the VD method, the study shows that the MR PVM results of the VD can reach the true energy loss values by achieving image acquisitions of higher spatial resolution.

Achieving MR image acquisitions with higher resolutions than those of this study is currently problematic. Although there is the potential of increasing the matrix size and reducing the FOV further than the settings of the study, the signal-to-noise ratio will be too low to assure reliable image data analysis. In this study, a volume element size of \(5 \times 0.6 \times 0.6\) mm^3 was the smallest possible to allow an adequate construction of the CFD models. However, with future advancement in MR acquisition technology,
achieving higher quality images with higher resolutions is possible.

Another important finding of the study was the similarities between the MR PVM results with the coronal and the transverse slice orientation. This is very important considering the large difference in the number of slices necessary to image the region of interest in both models (20 transverse vs. 3 coronal in the tube; 36 transverse vs. 3 coronal in the TCPC). Currently, the scan time for ECG-gated acquisitions of three slices with all velocity components is 3–10 min depending on the degree of k-space segmentation [37,38]; the scan time would be 15–30 min for 20 slices and more than 35 min for 36 slices, making the clinical implementation of the method impractical and unappealing.

In conclusion, this is the first systematic study of the feasibility of the VD method via a clinical protocol. The VD method can provide a quantification of the energy losses in surgical vascular configurations such as the TCPC without the need for invasive pressure measurements. The results of this study show that MR PVM has great potential as a clinical technique for a noninvasive quantification of the VD in the cardiovascular system. Increasing of the spatial resolution of the three-directional velocity acquisitions increases the accuracy of the calculation of the power loss.
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